Modeling Observed Differential Frost Heave Within Non-Sorted Circles in Alaska
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Abstract

We investigate bio-geophysical processes causing differential frost heave in non-sorted circles north of Alaska’s Brook
Range. The main question to be addressed is, “How doest heterogeneity in soil properties and ground surface conditions
cause the differential frost heave observed within the non-sorted circle?” We address this question by developing a
numerical thermo-mechanical model of a non-sorted circle. A sensitivity study of predicted differential frost heave,
with respect to soil physical properties and vegetation characteristics, shows that hydrological and thermal properties,
as well as the local heterogeneity in distribution of surface vegetation, have a decisive role in formation of differential
frost heave. We applied this model to simulate differential frost heave at the Franklin Bluffs site and obtained a good
quantitative agreement with observed soil temperatures, water content, and frost heave. For other locations, such as at
the Sagwon Bluffs and Howe Island sites, we obtained qualitative agreement with frost heave measurements.
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Introduction

Extensiveareasofthe Arcticlandscapearecharacteristically
patterned into small-scale ground features called non-sorted
circles. Non-sorted circles are 0.5-3.0 m diameter patches of
barren or sparsely vegetated soil formed by frost action (van
Everdingen 2002) and ordinarily develop on poorly drained
tundra sites (Fig. 1).

Changes to these features in relation to changes in climate
could affect energy and carbon mass exchange at the tundra
surface with possible feedbacks to the climate. However,
formation, development, and maintenance of such ground
patterns and their interaction with vegetation is poorly
understood (Walker et al. 2004). The objective of this study
is to numerically model observed frost heave in non-sorted
circles and gain an understanding of interactions between
water fluxes, temperature dynamics as influenced by the
plant canopy and the motion of soil particles resulting from
the heave of ground surface.

As part of the biocomplexity of the patterned-ground
project (Walker 2004), we observed non-sorted circles at
several locations near the Dalton Highway in Alaska. We
instrumented several non-sorted circles at these sites with
sensors that measure soil temperature, moisture content,
and the maximum frost heave (Walker et al. 2004). Our
measurements revealed that the maximum frost heave in a
circle interior was 2—8 times greater compared to frost heave
surrounding the circle tundra. This phenomenon is referred
to as the differential frost heave.

Our field observations support the idea that the frost heave
of saturated soil very often cannot be explained solely by
the expansion of liquid water transforming into ice crystals.
In this study,we apply a general thermo-mechanical model
(Mikkola & Hartikainen 2001) of frost heave to simulate
the observed frost heave in non-sorted circles. In this work,
we assume that the soil is a homogeneous mixture of liquid

water, ice, and soil skeleton. We assume that the skeleton
and ice undergo small deformations described by linear
elasticity, and the linear momentum conservation principles
can be exploited in the quasi-static form. In our model, we
also neglect ice flow relative to the soil skeleton. The liquid
water is an incompressible and non-viscous fluid that changes
its phase and is always in thermodynamical equilibrium with
ice. The chemical potential of the liquid water is modified
due to adsorption to the soil skeleton.

Based on observations from field experiments and results
of our numerical simulations, we conclude that heterogeneity
in surface characteristics and soil properties (due to the
presence of a heterogeneous plant canopy together with
presence of waterlogged conditions) are among the primary
requirements necessary for occurrence of differential frost
heave observed in non-sorted circles.

Physical Description

In this section, we highlight key physical processes and
mechanisms presumably causing the differential frost heave
in non-sorted circles. The area surrounding the circle is
called the inter-circle area and has a relatively thick mat
of vegetation as well as a layer of organically enriched soil
(Fig. 1). Incorporation of the organic material into soil leads
to heterogeneity in thermal properties, structure, and water-
holding capacity of soil. For example, different soil textures
indicate distinctive thermal conductivities, soil porosity,
and dependence of the unfrozen liquid water content on
temperature. Besides variances in thermal and hydrological
properties, the non-sorted circle has heterogeneous
rheological properties due to structural change that takes
place during annual freeze-thaw cycles. This structural
change is caused by freezing water that creates a microscopic
structure in the form of a sequence of ice lenses.
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Figure 1. A photography (left) and schematic description (right) of
the non-sorted circle.

Figure 2. Core samples obtained from the inter-circle area (left
photo) and circle (right photo) at the Franklin Bluffs site during
winter. On the right photograph, a sequence of horizontally oriented
ice lenses can be observed. The vertical scale is in centimeters.

Figure 2 shows the ice lenses in soil core samples from a
non-sorted circle at the Franklin Bluffs site, Alaska. Each ice
lens separates soil particles, causes the observed lenticular
soil structure, and hence lessens structural solidity of soil.
In Graham & Au 1985 and Qi et al. (20006), it was shown
that soil has a long-term memory of its previous freeze/
thaw cycles, which in particular reduces bonding between
soil particles. To account for reduction in the bonding, we
assume that soil is more structurally solid if it has fewer ice
lenses. From a soil core obtained by drilling in winter, we
observed that the circle has many more ice lenses than in the
inter-circle area, and these lenses can be found even at the
significant depth of 0.5 m (Fig. 2). Therefore, we assume that
soil in the inter-circle is more structurally solid than in the
circle. Despite these heterogeneities, the difference between
observed active layer depths (maximum depth of summer
thaw) of the circle and inter-circle does not exceed 0.3 m in
the majority of cases.

It is well known that frost heave is caused by volumetric
water expansion during freezing. However, as mentioned
earlier, the observed frost heave heights do not seem to be
exclusively dependent on the active layer depth, and on
volumetric water content in the soil before freezing. From
field observations at the Franklin Bluffs site, we know
that the active layer thicknesses for the circle and inter-
circle areas are 0.9 and 0.8 m, respectively, and volumetric
water content in these areas during summer is almost the
same. Thus, if water does not migrate, the frost heave is
computable and its height is about 3.0-3.5 cm for both circle
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Figure 3. A diagram of fundamental physical processes taking place
in a non-sorted circle when it freezes during the fall. Directions of
the water flow, heat flux, and soil displacement are marked by solid,
dashed, and dot-dashed lines, respectively. Location of the upper
0°C isotherm is marked by the solid line, whereas location of the
permafrost table by the dashed line.

and inter-circle areas. The latter values of the frost heave
contradict observations at Franklin Bluffs site, at which the
ground heaves by 15 c¢cm in the center of a circle and only
by 3 cm in the inter-circle. This significant variation on the
local-scale frost heave is called the differential frost heave.
We hypothesize that the key physical process responsible
for the differential frost heave within non-sorted circles
is water redistribution between the circle and inter-circle.
The water redistribution is caused by lateral components in
the cryogenic suction that pulls water from thawed soil to
partially frozen soil. The lateral components in the cryogenic
suction are due to heterogeneity in soil properties and in
ground surface conditions, first of all in vegetation cover.
Figure 3 shows fundamental physical processes occurring in
the non-sorted circle in the fall when it freezes.

We describe the nature of these processes and their
implications to the observed values of the differential frost
heave as follows. When the ground surface temperature
becomes lower than 0°C, water trapped in soil pores starts
to freeze. In Figure 3, the direction of the heat flux during
freezing is shown by dashed arrows. In several classical
works, it was demonstrated that temperature gradients in
the freezing ground create cryogenic suction, inducing flow
of water towards a freezing region along the temperature
gradient (O Neill & Miller 1985). Since the circle lacks an
organic layer, the frost propagates through it faster, causing
stronger water migration into the circle, consequently
resulting in more intensive ice lens formation and thus
higher frost heave in the circle. Over a period of time, the
circle heaves significantly higher than the inter-circle area. A
secondary consequence of the heave is the reduced thickness
of the snowpack above the circle compared to the inter-circle
area (Fig. 3). The heterogeneous snow distribution further
enhances the thermal heterogeneity of the soil surface. An
absence of a vegetation mat within the heaving areas in
conjunction with difference in the snow thickness results in
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Figure 4. Schematic cross section (left) of the non-sorted circle
and its computational domain (right). Segment OO” is the axis of
rotation, AB is the external boundary, and the dotted line on the left
shows the upper permafrost boundary.

observed lower winter soil temperatures in the circle than in
the inter-circle. The thermal difference between the circle
and inter-circle areas creates cryogenic suction and drives
water from the inter-circle to the circle (the direction of
liquid water motion is shown by solid arrows). Reaching a
freezing region, water forms ice lenses, which exert uplifting
forces causing deformation of the soil skeleton. We highlight
directions of soil particle velocities by dash-dotted arrows
(Fig. 3). In our model we exploit a simple rheological model
of the soil skeleton and assume that its deformations are
well simulated by linear elasticity theory in which the soil
stiffness takes into account structural differences and loss in
soil bonding caused the ice lenses.

Besides the thermal differences, which cause liquid water
migration towards the circle, hydraulic properties of the soil
also determine water flux affecting the liquid water migration.
One of the key hydraulic parameters is a coefficient of
hydraulic conductivity and its dependence on liquid water
content, 0, for partially frozen ground. According to Konrad
& Duquennoi (1993), the hydraulic conductivity increases
with an increase of unfrozen water content that is a function
of both temperature and porosity. Another hydrological
aspect that is important in sustaining water migration is the
availability of water inside the non-sorted circle or at its
boundary. We note that observations reveal higher values of
frost heave that have been measured at poorly drained sites.
Hence, lateral boundary conditions play an important role
in allowing water to migrate into the circle due to cryogenic
suction and to create ice lenses. In our model, we simulate the
non-sorted circles either as hydrologically opened or closed
systems by setting to zero either the water flux or pressure,
respectively, on external boundaries. In the next section, we
will briefly describe a general thermo-mechanical model of
freezing soil. An interested reader can consult Mikkola &
Hartikainen (2001), where the theory is discussed in detail.

Numerical Model

We consider a mixture of several constituents—water,
ice, and soil particles—occupying a change in time region.
Since a non-sorted circle has an axial symmetry, we solve
governing equations in an axisymmetrical domain. In Figure

Table 1. Description of soil properties for non-sorted circles along
the Dalton Highway in Alaska.

Domain Soil Ice lenses Unfrozen water
1 Mineral Many High content
2 Organic Many Low content
3 Mineral Few High content

4, we show the cross-section of the computational domain
consisting of three regions. Soil properties for each region
are listed in Table 1.

We solve the energy conservation principle for the mixture
by using two mass conservation principles for soil particles
and liquid water, and a quasi-elasticity principle for the soil
particles.

Based on the energy conservation principle, we compute
the soil temperature 7. The temperature consecutively defines
the magnitude of the cryogenic suction, f, that forces liquid
water from a thawed region towards the partially frozen one.
The flux of liquid water, F, is defined such that

~ I or r
F~V(p+pr 2 al9wj+pr T vVf, (1)
where L is the latent heat of fusion, p_ is the water density,
and 7,= 273.15°C. Consequently, the flux /" is used in the
water conservation principle, i.e., Darcy’s Law, and to
calculate the pressure, p (Mikkola & Hartikainen 2001). The
latter is used to define a force in the quasi-linear elasticity
law in order to compute displacement of soil particles. The
system is coupled, since the soil particle displacement is
used to compute the temperature and the pore pressure. We
note that the system pore pressure/soil displacement (up to
the coefficients) is common in the poro-elasticity theory.
On the ground surface, we specify the temperature and zero
pressure. On the lateral boundary, we set zero heat flux, zero
pressure/water flux (open/closed system). At some depth (in
our case 2.0 m), we set zero heat and water flux.

The system of equation is discretized by a finite element
method in a fixed-in-time domain that embeds ground
material OABQ' in a heaving non-sorted circle (Fig. 4). The
fictitious domain method is used to set physically realistic
boundary conditions on the moving ground surface O'B,
lateral boundaries AB, OO’ and bottom OA of the non-sorted
circle.

In nature, we observe that the maximum frost heave is
larger at sites where near-surface ground water is abundant
(Walker et al. 2004). To explain this phenomena, we show
that liquid water migration towards the partially frozen region
as well as the unlimited water supply are both essential to
simulate the observed frost heave. Hence, we model two
cases. In the first case, we model the zero-pressure boundary
condition on AB, and hence water is allowed to pass through
this boundary. In the second case, the zero-flux boundary
condition is placed on the segment AB, resulting in a
hydraulically isolated system.

Due to presence of the cryogenic suction, during freezing
there is an induced flow of liquid water from the thawed
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Figure 5. Contours of the temperature in °C (solid lines) and
pressure in 10°Pa (dotted lines) at the 30th days after beginning of
freezing, for hydraulically closed and open systems, in the left and
right plots, respectively.
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Figure 6. Dynamics of the measured (filled symbols) and calculated
(hollow symbols) liquid water content at the Franklin Bluffs site in
the center of the circle and in the inter-circle.
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Figure 7. Dynamics of the measured (filled triangles) and calculated
(hollow triangles) temperature at 0.35 m depth in the circle. The
dynamics of pressure and porosity are marked by filled squares in
the left and right plots, respectively.

region to the partially frozen zone. As a result, the pressure
in the thawed region decreases. In the hydraulically closed
system without internal sources of water, the boundaries
are not water-permeable, and hence no additional water can
appear in the non-sorted circle. Consequently, the pressure
can decrease (Fig. 5).

In the hydraulically open systems with suction, the
cryogenic suction creates similar effects as in the closed
systems. Namely, it forces the flow of water and creates a
low pressure zone in the thawed region. However, unlike
the closed systems, the pressure on the external boundary
is equal to zero, and water can flow through the boundary
and compensate deficiency in water volume and, associated
with it, negative pressure. Therefore, in the hydraulically
open systems, the pressure in the thawed region is slightly
negative compared to the closed system (Fig. 5). We observe
that the positive-pressure increase exists in the partially
frozen region and it creates the uplifting forces which
produce the frost heave.

We conclude that the cryogenic suction forces create water
flow. The pressure dynamics and the uplifting forces strongly
depend on the pressure boundary condition. These results
show that the model qualitatively predicts typical physical
behavior of hydraulically closed and open systems occurring
in nature. An interested reader is referred to Nicolsky et al.
(in review) and to references therein, where the governing
system of equations is described.

Frost Heave Modeling
at the Franklin Bluffs Site

In this section, we apply the general model to a non-
sorted circle located at the Franklin Bluffs site (148.7°W,
69.6°N) on the Dalton Highway in Alaska. The non-sorted
circle is approximately 0.6 m in radius and is developed
in waterlogged non-acidic tundra. In the inter-circle, the
organic layer is 0.2 m in depth (Walker et al. 2004). An array
of sensors measuring temperature and moisture dynamics in
time are installed at several depths and at several locations
across it.

The cryogenic suction is calibrated by matching the
simulated unfrozen water content to the observed one at
0.35 m depth in the circle and 0.15 m depth in the inter-
circle, respectively. Thermal conductivities of the frozen
mineral and organically enriched soil are set to be 1.9
and 0.9 W/(mK), respectively. The Young’s modulus for
the mineral soil inside and outside the circle is 2:10° and
2-107 Pa, respectively, which are typical values for weakly
consolidated and consolidated silt-clay mixture. Since the
non-sorted circle is located in a waterlogged area, we model
it as a hydraulically open system. Initial soil temperature
distribution with depth was approximated by measured
temperature on September 12, 2002, and the soil porosity
was set to be 0.35. On this day the active layer depths in the
center of the non-sorted circle and in the surrounding tundra
were 0.80 and 0.60 m, respectively.

We simulated the soil freezing from September 12, 2002,
through December 18, 2002, when the temperature in the
non-sorted circle became less than -5°C. On the circle and
inter-circle ground surface, we prescribed a 5-day-running
average of the corresponding measured ground surface
temperature. The calculated liquid water content at 0.35 m
depth in the circle and 0.15 m depth in the inter-circle is
compared to the measured data (Fig. 6). The difference in
freeze-up timing between the observed and modeled ground
is less than three days.

In general, the discrepancy between the measured and
computed temperature at the depth of 0.35 m in the circle is
less than 1°C (Fig. 7).

In addition to comparing the measured and computed soil
temperatures, we show the calculated pressure dynamics at
the same point; i.e., at the depth of 0.35 m. Note that initially
when the ground surface temperature was above 0°C, the
pressure was zero (we assume there is no gravity and that
the pressure on the lateral boundary is zero). However, as
soon as ground freezing begins, the cryogenic suction starts
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Figure 8. Sensitivity of the frost heave (left) on parametrization of
the unfrozen water content (right).

to force water migration from a still-unfrozen part of the
active layer to a partially frozen one. Therefore, the pressure
lowers in the entire thawed part of the active layer, and the
pressure dynamics have slightly negative pressure at this
time (Fig. 7).

When the freezing front reaches the depth/region at which
the pressure and temperature dynamics are shown (0.35 m),
the cryogenic suction starts to force water migration into
this still partially frozen region. Soil porosity consecutively
increases (Fig. 7). Due to an increase of the water mass, and
due to its expansion while freezing, the pressure continues
to increase (Fig. 7). Note that the increased porosity is
associated with formation of ice lenses and development of
the frost heave (the small decrease in soil porosity is due
to numerical regularization of the soil mass conservation
principle). The value of the computed frost heave in the
center of the non-sorted circle is approximately 0.18 m,
whereas in the inter-circle it is 0.045 m. These computed
values are in a good agreement with field observation circles
heave by 0.15-0.2 m.

Sensitivity Analysis

In this section, we present results from the sensitivity study
of the frost heave with respect to unfrozen water content,
changes in the organic layer, and geometric dimensions. We
define the calculated maximum frost heave at the Franklin
Bluffs site as a reference point against which we compare
a series of numerical experiments. To simplify comparison,
we show the calculated frost heave for the Franklin Bluffs
site by a line with circle symbols.

In the first series of experiments, we analyze dependence
of the maximum frost heave on the unfrozen water content
for the mineral soil. Note that parameterization of unfrozen
water content depends on mineralogy, solute concentration,
texture, and other factors. For example, the high unfrozen
water content is associated with fine-grained ground material.
For coarse-grained materials, such as sand, the unfrozen
water content depends sharply on temperature near 0°C (Fig.
8). For each shown parameterization, we simulate freezing
of the non-sorted circle and compute the maximum frost
heave (Fig. 8). In these numerical experiments, all model
parameters except for the parameterization of the unfrozen
water content were fixed and equal to the values related to
the Franklin Bluffs site.
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Figure 9. Sensitivity of the maximum frost heave to an addition of
organically enriched soil (left) and to the radius (right) of the non-
sorted circle.

From the computed results, we observe that the largest
frost heave occurs when the soil has a high unfrozen water
content. This effect has the following explanation. Hydraulic
conductivity of the partially frozen soil increases if the
unfrozen water content 0 becomes higher, and hence more
water migrates through the partially frozen region due to
cryogenic suction flow F' (non-linearly dependent on 0 )
and forms ice lenses. The above-mentioned dependence
of the frost heave on unfrozen water content is commonly
observed in nature; i.e., that sand and gravel are not frost-
heave susceptible soils whereas silt is. Note that clays, which
have an even higher unfrozen water content, are typically
not capable of developing significant frost heave since they
have very small hydraulic conductivity.

In our field experiments, we observe that a thin organic
layer is typical on top of some circles. From the physical
point of view, this layer represents an additional thermal
resistance and changes mean temperatures in the soil.
Therefore, in the third series of experiments, we analyze
dependence of the maximum frost heave on presence of
organically enriched soil in the non-sorted circles. We
consider several configurations of organic layers varying
in their thicknesses. We additionally place on top of the
non-sorted circle an organic layer, which uniformly covers
the circle and inter-circle. The soil thermal, hydraulic, and
rheological properties of this additional layer are identical
to the properties of the original organically enriched soil
in the inter-circle for the Franklin Bluffs site. Note that an
increase in insulation layer causes a decrease in the active
layer thickness. From our field studies, we observed that
each additional 0.02—-0.03 m of the organic material results
in 0.04-0.05 m decrease of the active layer. In the left plot in
Figure 9, we show the maximum frost heave developed for
various thicknesses of the additional organic layer.

We emphasize that observed results are in agreement with
observations at non-sorted circles along the Dalton highway
in Alaska. For example, the scarcely vegetated circles at
the Franklin Bluffs area heave by 0.15-0.2 m, whereas
moderately vegetated circles at the Happy Valley site
develop only 0.07-0.1 m of heave during winter. Also, field
experiments (Kade et al. 2006, Kade & Walker, in press) at
Sagwon Bluffs involved both the removal and addition of
vegetation on non-sorted circles. The removal of vegetation
at this location resulted in a 1.4°C increase in mean summer
mineral soil surface temperature compared to control, a 6%
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increase in the depth of the thaw layer, and a 26% increase in
frost heave. The addition of a 0.1 m thick moss layer results
in the opposite effect; i.e., a 2.8°C decrease in the mean
summer mineral soil surface temperature, a 15% reduction
in the thaw layer, and a 52% decrease in heave. Despite
the fact that the numerical model is focused on non-sorted
circles at the Franklin Bluffs site, and the field experiments
were conducted at the Sagwon Bluffs site, results from these
studies show qualitative agreement, and almost similar
quantitative behavior of frost heave reduction.

In the fourth series of experiments, we investigate
sensitivity of frost heave to the radius of the non-sorted
circles. We calculate the frost heave for circles which have 0.1,
0.2, ... 1.0 m radius. Our calculations support observations
which reveal that small-scale non-sorted circles heave
less compared to the large-diameter ones. The maximum
computed frost heave is for circles with the radius of 0.6
m (Fig. 9). For circles with a radius larger than 0.6 m, the
maximum frost heave decreases slightly, since liquid water
has to migrate to the center of the non-sorted circle longer
from the lateral boundary where water is abundant. Smaller
values of frost heave computed in the center of the non-
sorted circle with a large radius can promote development of
live vegetation as observed in nature.

Conclusions

We present a numerical thermo-mechanical model of
differential frost heave with special emphasis on simulating
biocomplexity of non-sorted circle ecosystems. Unlike
many other models that study 1-D ice lens formation, we are
concerned with 2-D effects of soil freezing. Heterogeneity
in soil properties and surface conditions results in curved
frost penetration and 2-D temperature fields. Therefore, the
cryogenic suction results in horizontal water redistribution
inside the non-sorted circle.

The model was tested using observational data obtained
from several sites within the Permafrost/Ecological North
American Arctic Transect. We obtained a good comparison
between simulated and observed dynamics of physical
processes in the non-sorted circle at the Franklin Bluffs.
The model also qualitatively represents “non-heaving” non-
sorted circles at the Howe Island site.

The simulated frost heave is sensitive to hydrological
soil properties, and to changes in the vegetative insulation
layer within the circle and inter-circle areas. The results of
our sensitivity analysis, with respect to addition/removal
of vegetation layer to/from the surface of a circle, are well
correlated with field observations where a layer of organic
material was either added or removed from the non-sorted
circle.

The most active development of differential frost heave
takes place for non-sorted circles within waterlogged areas
with strong upper-soil-layer heterogeneity caused by living
vegetation. The most important driver of the non-sorted
circle ecosystem is the presence of vegetation that, over a
significant time, changes the soil mineralogy and thermal

and hydrological soil properties. This then changes the
amount of differential frost heave and reduces or enhances
all bio-geophysical processes responsible for the formation
and evolution of the non-sorted circles.
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Abstract

The permafrost in the Qinghai-Tibet Plateau is characterized by massive ground-ice and high ground temperature.
Under the influence of global warming, the permafrost is degrading. At the same time, many linear structures, including
highways, gas pipelines, cable lines, electrical transfer lines, and railways, have been constructed during the past 50
years. Such engineering activities along with the rising air temperature have changed the permafrost environment
along the Qinghai-Tibet Corridor. Field investigation shows that the main environmental hazards related to permafrost
changes have widely developed, such as thaw slumping, thawing settlement, thermokarst, icing, frost mound, etc. The
main factors causing these hazards include changes of conditions of the ground surface, the groundwater, and natural
slope stability. Engineering treatment for preventing the hazards needs to be based on a good understanding of possible
changes of ground thermal regime and water movement, along with their processes.

Keywords: engineering activity; hazard; linear structure; permafrost; Qinghai-Tibet Plateau.

Introduction

Permafrost covers 1,500,000 km? of area on the Qinghai-
Tibet Plateau (Zhou et al. 2000). On the plateau, many
linear structures such as highways, railways, gas pipelines,
electricity-transmitting lines, and optical fiber cables have
been constructed since the 1950s. The permafrost was
initially discovered during construction of the Qinghai-Tibet
Highway. Though permafrost was encountered at that time,
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Figure 1. Permafrost distribution and the position of the highway
and railway on the Qinghai-Tibet Plateau.

no special engineering treatment was adopted, and the road
embankment was just paved with side soils. During the
construction, possible changes to the permafrost were not
considered, and the seed for roadbed engineering problems
was planted thereby. Environmental change caused by
engineering activities can lead to environmental hazards,
which simultaneously affect engineering stability. These
hazards include thawing settlement, thaw slumping, thawing
grooves, thermokarsts, frost heave, etc. The purpose of this
paper is to introduce the permafrost situation in the Qinghai-
Tibet Plateau, to describe some main thawing hazards and
frost hazards along the Qinghai-Tibet Highway (QTH) and
the Qinghai-Tibet Railway (QTR), to analyze formations of
the hazards, and to discuss their treatments.

Permafrost and Engineering Activities in the
Qinghai-Tibet Plateau

Permafrost comprises 75% of the total land of the plateau;
its distribution is shown in Figure 1. The figure shows that
along the highway and railway from Golmud to Lhasa, the
northern limit of the permafrost is located in the Xidatan
Basin north to the Kunlun Mountains. The southern limit is
located in the Anduo Basin south to the Tanggula Mountains.
The permafrost of the plateau features rich ice and high
ground temperature. Take the 550-km-long continuous
permafrost along the railway, for example. The section of
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Figure 2. Thaw slumping at K3035 mileage of QTH.

permafrost with volume ice content higher than 20% is
221 km. The section with mean annual ground temperature
(MAGT) higher than -1.0°C (warm permafrost) is 221 km.
On the whole, the warm and ice-rich permafrost is 124 km
long (Liu et al. 2000, Wu et al. 2004).

As the permafrost of the plateau is warm and rich in
ground-ice, it is sensitive to global warming and engineering
activities. Monitored data from boreholes in the natural
ground along the highway showed that the ground temperature
at the permafrost table increased by a value of 0.08°C/a
from 1996 to 2001. The table was lowered 2.6 to 6.6 cm/a.
According to investigations in past 30 a, the MAGT of the
seasonal frozen ground, and the island permafrost along the
QTH increased 0.3 to 0.5°C from the 1970s to 1990s. The
MAGT of the continuous permafrost increased 0.1 to 0.3°C
within the period. Under natural conditions, the permafrost
area shrunk 0.5 to 1.0 km at the north edge and 1 to 2 km
at the south edge. While affected by highway construction,
it shrunk 5 to 8 km at the north edge and 9 to 12 km at the
south edge (Wang & Mi 1993, Zhu et al. 1995, Nan et al.
2003). Therefore, the degradation influence of engineering
activities on the permafrost was much more serious than that
of natural forces.

To engineering projects, thawing settlement is the first
response to degradation, and some phenomena related
to the thawing easily occur, such as thaw slumping and
thermokarst. On the other hand, in some cases when the
hydrological conditions are changed in permafrost regions,
other environmental hazards related to freezing can also
occur, such as icing and frost heaving. On the plateau, all
projects including highway, railway, cable line and pipe
line are near parallel and concentrated in a region called the
Qinghai-Tibet Corridor. The earliest project was the Qinghai-
Tibet Highway. It was constructed in the 1950s, and repaired
in large scale three times, mainly for treating problems
caused by permafrost. From 1973 to 1977, a gas pipeline
was constructed. The pipeline crossed 560 km of permafrost
regions. In 2001, the Qinghai-Tibet Railway began to be
constructed after nearly 30 years of intermittent planning,
discussion, and investigation. The construction was finished
in 2006, and the railway was opened to service in 2007. The
electricity-transmitting line was constructed along the railway

in 2006. We know that the highway has many problems in
the permafrost section, but the railway, in service for one
year, was constructed based on cooling-roadbed principles
and cost much more than the highway. The railway’s
roadbed was stable according to our investigation from
July to September in 2007. However, some environmental
hazards along the railway related to construction activities in
the permafrost section have occurred and might influence the
roadbed stability in future. Here in this paper, some typical
environmental hazards caused by engineering activities were
introduced.

Main Environmental Hazards Along the
Highway and the Railway

Thawing induced hazards

(1) Thaw slumping

Thaw slumping is commonly caused by slope toe
disturbance in ice-rich permafrost regions. On the plateau,
well-developed thaw slumping exists on the west side of
the highway at K3035 mileage (Fig. 2) in the Kekexili Hill
Region between Wudaoliang and the Fenghushan Mountains.
In the slope, massive ground-ice with thickness of about 1 m
was well developed and buried 2 m deep. The slumping was
initially caused by cutting for embankment of the highway
during 1990-1992. The failure showed as detachment of the
active layer, and consisted of sand and silty clay. After years
of repetition of the thawing-collapse-slide, the current 110 m
long and 72 m wide landslide area was formed.

To survey the retrogressive process of the landslide area,
some monitoring points and boreholes for monitoring the
ground temperature, as shown in Figure 3, were installed
in 2002. Monitored data of the 8 points near the back wall
indicated that, from 2002 to 2006, the longest retrogressive
distance at point 1 was 8.0 m. The collapse mainly occurred
within a period from July to September, which is the main
thawing period of a year. As the grass surface and the soil
layers were destroyed when collapse occurred, the ground
thermal status was also changed. Figure 4 was drawn with
annually averaged ground temperature data obtained from
borehole A in the undisturbed natural ground, and borehole
B, in the failed zone. The figure shows that the temperature
of natural ground at a depth of 0.0 m to 4.5 m was lower
than that of the failed zone. Also, the thermal gradient in
borehole B was very low, indicating that thermal exchange
between the atmosphere and the ground in the failed zone
was very limited. This might lead the permafrost in the zone
to degrade.

As slope failure of thaw slumping is strikingly influenced
by frozen soil, temperature, and groundwater, engineering
treatments should fully consider these factors. Reasonable
methods should be based on decreasing thermal energy
entering the soil and draining groundwater, such as covering
the collapsing zone with crushed stone, stacking grass bags
filled with earth, re-vegetation, and so on.

(2) Thawing groove

A thawing groove is normally caused by linear cutting or
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Figure 4. Annually averaged ground temperatures in borehole A
and B.

even ground surface disturbance by truck or car driving in
wet land in permafrost regions. Figure 5 shows a thawing
groove developed along the QTR at K980 mileage south
to the Kunlun Mountain. The strata here consisted of 10 m
thick fine sand with gravels and the underlying silty clay. The
permafrost table was 1.5 m in depth and the permafrost was
ice-rich or ice-saturated. The embankment was constructed
in 2003, and the slopes were covered with crushed stone in
2006. On the west side a 1.5 m high water barrier and drainage
ditch were constructed in 2003. But in 2006, as surface water
was gathered between the barrier and the embankment, the
barrier was removed and the ditch was covered. According
to our investigation, a 180 m long thawing groove along the
former ditch developed with a depth of 20 cm in July 2007
(Fig. S[a]) and then subsided to 40 cm in September (Fig.
5[b]). The gathered water shown in Figure 5(a) was mainly
from ground-ice melting according to pit investigations,
indicating that the subsidence was caused by thawing of the
underlying frozen soils. Figure 6 shows the cross- section
of the groove and its relative position to the embankment.
Because of the settlement in the groove, many parallel
fissures developed along the groove. The nearest fissure

(b)
(Figure 5. Thawing groove developed on the west side of QTR:
(a) Status in July 2007; (b) Status in September 2007.

was 3.5 m from the embankment. Such a hazard needs to be
remedied soon, otherwise it continues to develop and even
worsen when surface water moves into the fissures and the
groove. As it has laterally thermal erosion to the roadbed
of the railway, its long existence ultimately affects roadbed
stability.

The thawing grooves in some sections along the railway
mainly resulted from insufficient understanding of the
interaction among the earth surface, ground temperature
regime, ground-ice, and melted water. To avoid such
problems, engineering construction should be restricted
so as not to disturb the surrounding environment. When
thawing grooves occur, earth refilling, grass sheet covering,
and even sunshine shielding, along with efficient drainage,
can be adopted to stop groove development. Basically, the
objective is to stop melting of the ground-ice

(3) Thermokarst

Thermokarstresults from the thawing ofice-rich permafrost
or the melting of massive ice. On the plateau, normal thawing
or melting is caused by change or disturbance of the ground
surface, as that makes the surface absorb more energy than
before. We mentioned above that the embankment of the
QTH was initially just stacked with
two side soils. That not only changed the original ground
surface, but also left many pits along the way. Now many
of the pits show as small thermokarst lakes or where water
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Table 1. Surface waters on the two sides of the QTH within 150 km in the permafrost regions.

Small thermokarst lake Accumulated water

. it
Region Ml(lze]a}lg; /ifnthe Kind of permafrost MAGT /°C p
Number Area/m? Number Area/m’
Xidatan Basin K2886~K2895 Icy soil -3.0~-1.5
Kunlun Mountain ~ K2895-K2910  lco-sawratedsoiland 5 |\ oy 1,200 15 949
massive ice
Unfrozen Spring K2810~K2920 Ice-rich soil and §easona1 -3.0~-1.5; 3 400
Valley frozen soil >0
Xicshuihe Plateau ~ K2920-K2941  [ce-saturatedsoiland 4 5 5y 2,405 25 1,134
massive ice
Xieshuihe Plateau ~ K2941~K2946 Ice-rich soil -1.5~-0.5
Qingshuihe Basin ~ K2946~K2956 Massive ground-ice >-0.5 14 2,710
Qingshuihe Basin ~ K2956-K2959 1Y 501l ani;ﬁe'sat‘“ated 1.5-0.5
Chuma’erhe Plateau K2959~K2963 Ice-saturated soil -1.5~-0.5 5 2,700 3 21
Chuma’erhe Plateau  K2963~K2970 Massive ground-ice -1.5~-0.5 4 790 21 721
Chuma’erhe Plateau  K2970~K2978  Miassive ground-iceand =, o ¢ 20 1,655
ice-saturated soil
Chuma’erhe Plateau  K2978~K2983 Massive ground-ice -1.5~-0.5 5 610 13 468
Chuma’erhe Icy soil and massive
Plateau~Wudaoliang K2983~K3006 y . -1.5~-0.5 1 100 27 364
Hill ground-ice
Southl Wude}ohang K3006-K3017 Ice-rich soil anq ice- 15-05 10 685 20 314
Hill region saturated soil
Kekexili Hill region  K3017~K3027 Massive ground-ice -3.0~-1.5 11 1,120 30 420
Hongile‘;“iiﬂe Hill - 30273036 Ice-saturated soil ~ -1.5~-0.5 7 1,015 57 1,488

accumulates. Thermokarst lakes with characteristic collapses
of'the shore land were different to surface accumulated water.
We investigated the surface waters along the two sides of the
highway and classified them into small thermokarst lakes
and accumulated water in Table 1. The statistical data in the
table show that 69 small thermokarst lakes developed mainly
in the regions with ice-saturated permafrost or massive
ground-ice. In the regions with low ice content permafrost,
no thermokarst lake developed within the investigated 150
km zone. At the same time, surface water did not readily
accumulate either.

To intensively investigate the thermal regime of the

ground under a thermokarst lake, we drilled boreholes
in a lake near the Fenghuoshan Mountain region, where
permafrost is rich in ground-ice. The lake shown as Figure
7 was approximately elliptic, 150 m long and 120 m wide.
The water in the lake was 2.0 m deep. Figure 7 shows that
the shore edge collapsed during thawing time, which is a
characteristic of a thermokarst lake. Six boreholes were
drilled in the lake and in the shore land, and temperature
probes were installed in 2006. Figure 8 shows positions of
the boreholes and the local strata. Borehole investigation
revealed that the permafrost table was buried 2.1 m deep.
Under the table, the massive ground-ice existed with a
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thickness of about 3 m, which supplied a water source for
the formation of the lake by melting.

Figure 9 shows the temperatures of the water and the
humus deposits in the lake. The curves in the figure indicate
that the lake water at a depth of 0.5 m processed phase change
between water and ice. In fact the maximum ice thickness in
winter was 0.7 m. The temperatures at other depths were all
above 0°C. The ground temperatures of the six boreholes at
maximum-thawed-depth time were drawn in Figure 10. The
figure indicates that the ground temperature in borehole 6,
which was in the center of the lake, was higher than 0°C.
The permafrost table in boreholes 3—6 was 2.0 m deep, while
in borehole 2, it was 7.2 m deep, as the borehole was in the
lake area. The figure also shows that the ground temperature
decreased from the lake to the land. Also, the ground thermal
gradients were different. Such a situation was the same with
the lakes studied by Burn at the west Arctic coast, Canada
(Burn 2005). In that region, if lake ice freezes to the bottom
sediments, it may be underlain by permafrost. Otherwise
the thermal talik may penetrate through permafrost. Here,
the thermokarst lake was somewhat similar to lakes in the
Arctic region. Table 2 lists the calculated thermal gradient
and estimated depth of the permafrost base in the different
boreholes. The data in the table indicate that no permafrost
existed, and there was a negative thermal gradient under
the center area of the lake, hinting that the lake water
provided a heat source to the underlying sediments. In the
other boreholes, the temperature gradients were positive
as normal. The permafrost base in the lake near the bank
was 32.2 m deep, while far from the lake, the base depth
lowered. Such differences revealed that the thermokarst lake
has greatly influenced the existence of local permafrost.

Figure 7. Thermokarst lake near Fenghuoshan Mountain.
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It also seriously laterally eroded neighboring permafrost.
Therefore, if thermokarst existed near a roadbed, with time
it would influence the thermal stability of the roadbed along
permafrost regions. Engineering experience in permafrost
regions of the plateau shows that good drainage systems and
no-excavation are effective ways to avoid thermokarst.

Freezing induced hazards

In the engineering constructions in the permafrost
regions of the plateau, thaw settlement was paid much more
attention than frost problems. As the permafrost degraded
in the past years and the degradation continues, thaw
settlement problems are becoming more serious than frost
heave problems. However, when the groundwater seepage
conditions are changed, outflow or new movement of the
groundwater might cause frost heave problems.

Figure 11 shows an icing incorporated with a frost mound
along the QTH in the Unfreezing Spring region (Budongquan
region), where both permafrost and seasonal frozen ground
exist. Springs are widely distributed and are the main
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Figure 9. Temperature of the water and shallow depth of the
thermokarst lake.
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Figure 10. Ground temperatures in the six boreholes at beginning
of October, 2006.
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Figure 8. Borehole distribution and the local strata around the thermokarst lake.
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Table 2. Thermal gradient and estimated permafrost base depth in
different boreholes.

Hole Themal Depth of Depth range for
number gradient / permafrost calculation /m
°C/100m base /m
No.1 -6.3 45~60
No.2 1.8 322 30~40
No.3 3.2 52.7 11~15
No.4 2.0 64.3 11~15
No.5 1.8 75.5 11~15
No.6 1.8 89.7 11~15

Figure 11. Icing and frost mound along the QHT.

source of the local river. After the QTH embankment was
constructed and some of the groundwater discharge was
blocked, icings along with frost mounds resulted. Every
winter several icings formed at the two sides of the highway
within a 3 km section. Some of them even covered the road
surface shown as Figure 11. At the same time, when icings
and frost mounds thawed, the roadbed subsided unevenly.
To solve such a hazard, groundwater migration routes need
to be investigated, and seepage structures are necessary. In a
road structure, sometimes a bridge is the final choice.

Conclusions

(1) Permafrost in the Qinghai-Tibet Plateau is in degra-
dation under the influence of global warming. Moreover, in
the narrow Qinghai-Tibet corridor, dense engineering proj-
ects have intensified the degradation and caused secondary
hazards. These hazards mainly show as thawing settlement,
thaw slumping, thawing grooves, thermokarst, frost heave,
etc.

(2) Thaw slumping is commonly caused by slope toe
disturbance in ice-rich permafrost regions. Well-developed
thaw slumping along the QTH has developed to about
7500 m? in scale in the past 15 years. The permafrost in
the slumping zone is under degradation, characterized by
ground-ice melting and temperature-rising.

(3) Thawing grooves are mainly caused by linear cutting
or even ground surface disturbance. A thawing groove which
exists along the QTR subsided 40 cm in 2 years. Long-
time development of the groove finally affects the roadbed
stability by parallel cracks and lateral thermal erosion.

(4) Thermokarst results from the thawing of ice-rich

permafrost or the melting of massive ice. There were 69
small thermokarst lakes in an ice-saturated permafrost
section within 150 km along the QTH. Permafrost under
a typical thermokarst lake near the Fenghuoshan region
has totally thawed. Therefore, lateral thermal erosion of
a thermokarst lake needs to be considered if it is near an
engineering project.

(5) An icing incorporated with a frost mound along the
QTH was cause by embankment blocking of groundwater
discharge. The road surface was hard to keep even because
the roadbed suffered frost heave and thaw settlement every
year.

(6) Restricting ground surface disturbance and excavation,
ensuring an efficient drainage system, and keeping the
ground frozen are suggested ways to avoid the secondary
hazards in permafrost regions of the plateau.
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Abstract

The Schilthorn Crest in the Bernese Alps, Switzerland, is a prominent permafrost research site. Topographic and
transient effects influence the temperature field below the east-west oriented crest. Measured T(z)-profiles in boreholes,
however, do not provide sufficient information for a comprehensive description of the subsurface temperature
distribution. We combine ground temperature measurements, electric resistivity tomography (ERT) monitoring, and
numerical modeling to investigate the 3-dimensional thermal regime below the crest. The modeled temperature field
of a north-south oriented cross section agrees well with ERT results along the same profile. The simulated thermal
regime below the Schilthorn is characterized by generally warm permafrost, with the coldest zone below the upper
part of the north-facing slope, and permafrost a little below the surface on the south-facing slope. The combination
of temperature modeling and measurements and geophysical monitoring bears potential to improve simulation and
validation strategies.

Keywords: alpine permafrost distribution; electrical resistivity; thermal modeling; tomography monitoring; transient

and topographical temperature effects.

Introduction

Permafrost was first found on Schilthorn summit,
Switzerland, when the facilities for the cable car were
built between 1965 and 1967. During the construction of
the buildings, several ice lenses with a thickness of up
to 1 m were encountered. Since then, extensive research
has taken place on Schilthorn (e.g., Imhof 2000, Vonder
Muehll et al. 2000, Hauck 2001, Mittaz et al. 2002, Hilbich
et al. 2008), making it to one of the most intensively
investigated permafrost sites in the European Alps. Three
boreholes in perennially frozen ground were drilled
within the PACE-project between 1998 and 2001 (Harris
2001). These boreholes provide the basis for monitoring
and quantification of changes in the permafrost thermal
regime.

In mountain areas, the interpretation of T(z)-profiles
measured in boreholes with respect to climate signals is
complicated by topographic effects (Gruber et al. 2004).
The Schilthorn represents an east-west oriented ridge with
a warm south-facing and a colder north-facing slope. Even
though measured temperature profiles in boreholes enable
an initial assessment of topography related and transient
effects, they are only representative of isolated local spots.
A comprehensive analysis of permafrost distribution
and evolution below the crest can only be achieved by

Figure 1. View of the Schilthorn Crest in the Bernese Alps looking
eastward. The ERT-Profile starts just below the meteo station in the
northern slope and reaches across the crest approximately to the
southern border of the photo.

integrating additional subsurface data

In this paper, we combine measurements of surface and
subsurface temperatures, electric resistivity tomography
(ERT), and numerical modeling of a subsurface thermal
field for a 2-dimensional investigation of permafrost
conditions below the Schilthorn crest. A 2D heat transfer
model is forced by measured near-surface temperatures at
the upper boundary to simulate the thermal field of a north-
south cross section of the ridge. An ERT monitoring system
was installed across the same profile, which provides
additional information on subsurface conditions, and
enables comparison of modeling results for a qualitative
validation.
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Figure 2. Overview of the field site Schilthorn Crest showing the
locations of the near-surface temperature loggers, the boreholes, the
measured ERT profile, and the modeled north-south cross section.
Map: Swisstopo.

The Field Site

The Schilthorn (2970 m a.s.l., 46.56°N/7.83°E, Figs. 1, 2) is
located in the Bernese Oberland in the Northern Swiss Alps. The
three boreholes are located on a small plateau on the north-facing
slope approximately 60 m below the summit. Air temperatures
recorded at the meteo station close to the boreholes indicate
an annual mean of -2.8 °C for the years 1999-2007 (Hoelzle
and Gruber 2008). The annual precipitation is estimated to
2700 mm and about 90% of it falls as snow (Imhof 2000). As
the precipitation maximum occurs during summer and due to
additional snow input through wind transport, the snow cover
on the northern slope usually persists from October until June
or even July (Hauck 2001). The average snow depth since the
beginning of measurements at the meteo station in 1999 is
around 80 cm. The Schilthorn consists of dark micaceous shales
that weather to form a fine-grained debris layer of up to several
meters in thickness covering the entire summit region. The ice
content of the subsurface material is assumed to be generally
low (around 5-10% in the upper meters, as reported from direct
observations, Imhof et al. 2000, Vonder Miihll et al. 2000).

Temperature Measurements

Boreholes

In the scope of the PACE project, a 14 m borehole was drilled
in 1998 and complemented by two 101 m boreholes in 2000.
Today, these boreholes are part of the Permafrost Monitoring
Switzerland (PERMOS). The deeper boreholes were drilled
vertical and with an angle of 60° to the vertical in order to
account for topography-related effects. Temperatures measured
in these boreholes point to warm permafrost conditions with
temperature values between -1 and 0°C below depth of the
zero annual amplitude (ZAA) at approximately 20 m, and to
a very small temperature gradient with depth (Fig. 3, left).
The temperature gradient in the oblique borehole is slightly
greater than in the vertical borehole. Ground temperatures are
considerably higher compared to other sites at similar altitude

temperature (°C) temperature (°C)
-3 -2 -1 0 1 2 3 -3 -2 el 0 1 2 3
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40 |
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Figure 3. T(z)-profiles for the 101 m vertical (vert, black) and
oblique (obl, gray) boreholes on the Schilthorn for spring and
autumn 2006 (left). Modeled T(z)-profiles extracted from the

temperature field in Fig. 4 at the locations of the two boreholes
(right; colored illustration available on CD-Rom).

100 100+

and exposition, which is probably due to the low bedrock
albedo, thick snow cover, and low ice content at the site (Hauck
2001).

Ground surface temperatures

In addition to the borehole measurements, 14 temperature
loggers were distributed on both sides of the crest in summer
2005 and 2006 to measure near surface-temperatures (see Fig.
2). The loggers were installed at a depth of 30 cm (UTL mini
loggers) and 10 cm (rock temperature loggers), respectively,
and temperatures are recorded every 2 hours. The accuracy
of the temperature loggers is given as +0.25°C and +0.1°C,
respectively. As the lower parts of the steep southern slope are
difficult to access, loggers were only placed in the upper part of
the slope. These near-surface temperature measurements provide
the upper boundary condition for the numerical heat transfer
model presented in the following section. In addition, they can
be used to constrain the interpretation of the geophysical results
concerning the subsurface thermal regime.

Numerical Modeling
of Subsurface Temperatures

General approach

We considered a purely conductive transient thermal field under
variable topography in an isotropic and homogeneous medium
according to Carslaw and Jaeger (1959). In steep topography,
heat transfer at depth mainly results from conduction, driven by
the temperature variations at the surface. Processes such as fluid
flow are not included in this first step. Subsurface temperatures
are calculated for conditions in the hydrological year 2006/2007
(i.e., I Oct. to 30 Sept.) based on mean annual conditions at the
surface. That is, seasonal variations at the surface are not included,
and temperature variations above the ZAA are not simulated.

Ice contained in the pore space and crevices delays the
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response to surface warming by the uptake of latent heat
during warming. This is addressed in our finite-element heat
transport model by apparent heat capacity, which substitutes
the volumetric heat capacity in the heat transfer equation and
includes energy consumed during phase change. We used the
approach described by Mottaghy & Rath (2000).

The resulting temperature pattern is expected to be similar
for any north-south oriented cross crest profile. Hence,
simulations are conducted for a 2D section across the crest
and the borehole site on the northern slope. The assumption
of symmetry in an east-west direction is supported by first
results of a quasi-3D geoelectrical investigation including
four parallel and two orthogonal ERT-profiles in the
Schilthorn summit area (Krauer 2008). The selected profile
was extracted from a digital elevation model (DEM) with
10 m horizontal resolution (Data Source: Swissphoto). The
finite element (FE) mesh was generated for this geometry
with corresponding 10 m resolution at the surface, and
lower resolution at greater depth. The mesh consists of 1468
elements. The software package COMSOL Multiphysics
was used for forward modeling of subsurface temperatures.

Boundary conditions

For all near-surface temperature loggers the mean annual
temperature for the hydrological year 2006/2007 was
calculated and set as an upper boundary condition at the
corresponding elevation and side of the modeled profile.
The measured thermal offset between the ground surface
and TTOP is small at Schilthorn (about 0.3°C; cf. Hoelzle &
Gruber 2008) and is, hence, neglected in the simulations.

The years 2006 and 2007 were very warm and clearly
above the long-term average. Therefore, measured near-
surface temperatures are not representative for the thermal
conditions at the surface during the past decades and
century. Transient effects are likely to occur and, therefore,
initialization of the heat conduction model is required in order
to perform a realistic simulation of the current subsurface
temperature field. Based on the assumption that surface
temperature fluctuations mainly follow air temperatures,
we used mean annual air temperatures (MAAT) from the
meteo station on Jungfrauoch (3576 m a.s.l., Data source:
MeteoSwiss) some 10 km east of Schilthorn to describe
the evolution of the upper boundary. For Jungfraujoch,
air temperature data is available back to 1933. The total
difference in MAAT between 2006 and the mean of the
period 1933-1950 is +1.52°C. We additionally assumed a
difference in air temperature of +0.5°C between the start of
the data recordings and the Little Ice Age (ca. 1850). The
model initialization was started in 1850, and daily time steps
were taken. A uniform lower boundary heat flux of 0.08 W
m~ was set at sea level, and thermal insulation was assumed
for the lateral boundaries of the geometry.

Subsurface properties

Subsurface material properties were assigned on the
generated FE mesh. In purely diffusive and transient
simulations, thermal conductivity, volumetric heat capacity,

3000 —
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2800
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Figure 4. Isotherms of the modeled subsurface temperature field
for a north-south cross section of the Schilthorn crest. The 0°C
isotherm is depicted in black, and the dashed black lines indicate the
boreholes. Light gray areas are permafrost, darker shaded areas are
outside permafrost (colored illustration available on CD-ROM).

and the ice/water content are the petrophysical parameters of
importance. However, only little is known on the subsurface
characteristics below steep topography and the parameters
were set based on published values: Thermal conductivity
was assumed as 2.5 W K m™!, and heat capacity to 2.0 x 10°
J m= K for the bulk material (Cermak & Rybach 1982).

Based on estimations from geophysical measurements
(cf. Hauck et al. 2008) for the upper layers, a uniform ice
content of 5% for the entire profile was assumed in the model
simulations. The unfrozen water content is described by an
exponential function, and the steepness factor was set to 0.2
(cf. Mottaghy & Rath 2006).

Modeling results

The resulting temperature field for the Schilthorn profile
is depicted in Figure 4. Maximum permafrost thickness
amounts to roughly 100 m below the northern slope and the
top of the crest. Isotherms are steeply inclined in the top part,
and a lateral heat flow exists from the warm south to the
colder north face. Simulated permafrost temperatures are
higher than -2°C for the entire profile.

The coldest temperatures exist below the northern and
central part of the ridge. The reason is that coldest surface
temperatures are found in the steep part of the northern slope
(mainly due to reduced solar radiation and longer snow cover
duration), and that surface temperatures are higher on the
small plateau where the boreholes are located, as well as on
the southern side. The southern slope is mainly permafrost-
free at the surface. However, due to the cold, northern slope
permafrost can be found below the surface. In addition, this
is caused by the fact that 20" century warming has not yet
penetrated to greater depth in the model, which lowers the
temperatures a few tens of meters below the surface compared
to present-day steady-state conditions. Similarly, permafrost
remains below the surface at the foot of the northern slope.
These results point to the importance of transient 2D/3D
modeling, as such transient and topography related effects
could not be detected using steady state 1D models.
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Figure 5. ERT monitoring data illustrated as individual resistivity tomograms for subsequent measurements (a), and as calculated change in
resistivity based on the reference profile from August 10, 2006 over one, four, and 13 months (b; colored illustration available on CDRom).

In contrast to ERT profiles (c.f. next section), which mainly
allow for a qualitative validation of the general pattern of
temperature distribution, comparison with extracted T(z)-
profiles at the locations of the boreholes shows the accuracy
of the modeled temperature values (Fig. 3). In general, the
modeled profiles correspond to the measured data in Figure
3 as temperatures are below -1.5°C for the entire profile,
and temperature gradients with depth are small. For both
measured and modeled profiles, the oblique borehole shows
a slightly more curved profile. However, temperatures of
the modeled profile average about 0.2°C colder than the
measured values, but range up to 1°C in the upper half of
the profile. Further, in the lower parts, the oblique profile
is warmer than the vertical profile, which could not be
reproduced in the simulation. The results are encouraging
given the model error sources, which include: (1) subsurface
properties (i.e., ice content, thermal conductivity) are
assumed as homogenous for the entire profile and are hardly
known at depth; (2) the temperature evolution at the surface
may be influenced by effects of solar radiation and snow
cover, and, hence, not exactly follow air temperature. In
addition, the higher ice content in the limestone scree in the
upper meters can slow down the reaction of the subsurface
to changing surface temperatures by the uptake of latent
heat; (3) small scale variability at the site may cause random
errors in logger measurements, and (4) processes such as
heat transport by convection are not taken into account.

Geophysical Measurements

Electrical Resistivity Tomography (ERT)

In 1999, a semi-automatic ERT monitoring system was
installed on a 60 m line close to the three boreholes in the north
facing slope to observe subsurface resistivity changes with
respect to ground ice and water content (Hauck 2001, Hilbich
et al. 2008). In summer 2005, a second ERT monitoring line

(188 m) was installed across the crest, complemented by a
quasi-3D ERT survey along four transects across the crest in
2006. Datasets across the crest can be used to analyze the 3D
permafrost distribution.

The measured signal is sensitive to temporally variable
properties such as temperature, via the unfrozen water, and
ice content, as well as unchanging material characteristics,
such as lithology and porosity. Repeated ERT measurements,
therefore, yield information on the changes occurring in the
physical properties of the ground with changing temperature
and time (Fortier et al. 1994).

ERT monitoring data of the cross-crest profile (Fig. 2) are
available on different time scales: (a) annual measurements
in late summer (August/September) for 2005, 2006, and
2007, and (b) seasonal-scale measurements between August
and December 2006. Whereas the annual resolution provides
interannual resistivity changes between 2005 and 2007, the
seasonal scale helps to identify zones with pronounced
resistivity changes to delineate ice-free from ice-rich regions.
ERT data were processed with the software RES2DINV
(Loke & Barker 1995). Besides a qualitative comparison of
individual tomograms, a so-called time-lapse inversion of
time series of ERT data allows for a quantitative assessment
of the resistivity changes.

Results

Figure 5 shows the results of the ERT monitoring across the
Schilthorn Crest. In general, measured resistivities are quite
low compared to other permafrost sites and do not exceed
4000 Qm. This is mainly due to the thick fine-grained debris
layer covering the summit region. Outcrops of the underlying
bedrock also indicate strongly weathered conditions of the
micaceous shales with crevices, where water can percolate. In
addition to the comparably conductive host material, the low
ice content is in accordance with the low resistivity values.
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A number of features can be observed in all tomograms (cf.
Fig. 6): (A) arelatively homogeneous zone with resistivities
between 700 and 1600 Qm in the lower part of the northern
slope, (B) a high resistive zone (>3000 Qm) in the upper
part of the northern slope, (C) a homogeneous intermediary
zone in the southern slope with resistivities from 1200 to
1700 Qm, and (D) a very low resistive anomaly (<500 Qm)
with an underlying high resistive anomaly (>2300 Qm) at
the summit.

The high resistive anomaly in the northern slope (B) may
indicate the presence of ground ice and/or firm bedrock.
Both possibilities would result in increased resistivity
values compared to regions with lower ice contents or
more weathered bedrock occurrences, respectively. The low
resistive anomaly at the crest (D) is difficult to interpret. In
comparable terrain, such low resistivity values are normally
associated with very high amounts of unfrozen water or
conductive man-made structures (e.g., cables). The presence
of such a large amount of water is very unlikely since the
crest consists of firm bedrock without a superficial debris
cover, whereas metallic remnants from the construction of
the summit station (e.g., anchors) are found all over the
crest. A man-made low resistive anomaly can therefore, not
be excluded. The high resistive anomaly directly below this
feature is believed to be an inversion artifact, which is often
generated during inversion below a zone of anomalously
high or low resistivity values (Rings et al. 2007).

Apart from the high and low resistive anomalies close to
the crest, the characteristics of the northern (A) and southern
(B) slope seem to be similar. From the qualitative analysis of
the individual tomograms no clear indication of differences in
permafrost occurrence and ice content between the two slopes
is apparent. Calculating the percentage change of resistivities
between subsequent measurements (Fig. 6), the tomograms
can be transferred into information on seasonally changing
properties. From this, zone (A) in the northern slope can be
seen as a region with little change in the deeper parts but
with pronounced resistivity changes within the upper 4-5 m.
This clearly indicates the presence of permafrost with active
layer freezing in winter. The deeper parts tend to exhibit
slightly lower resistivities in winter, which we interpret as
delayed advance of the summer heating (increasing unfrozen
water content and therefore decreasing resistivities) into
the ground. Zone (B) only yields systematic resistivity
changes near the surface, that can be attributed to thawing
(decreasing resistivities) between August and September and
freezing (increasing resistivities) processes until December.
Both processes are similar to the features in zone (A) but
seem to be more pronounced. Zone (C) is characterized by
a homogeneous resistivity decrease during summer, but
shows almost no changes between August and December,
i.e., no active layer freezing can be observed. In contrast to
the very similar absolute resistivity values, seasonal changes
are different in the northern and southern slope. This can be
related to differences in subsurface material properties, i.e.,
permafrost or ice content.
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Figure 6. Three features that are addressed in the discussion section
are highlighted by black circles: (A) A homogeneous permafrost
zone in the lower northern slope with low ice content, (B) a
cold zone in the north slope with a high ice content, and (C) no
permafrost near the surface on the southern slope. Additionally,
grey dashed lines indicate the boreholes and the extent of the ERT
profile (colored illustration available on CD-ROM).

Discussion

In both the modeled temperature field and the ERT
profiles, three zones in the investigated cross section of the
Schilthorn Crest can be distinguished that are particularly
interesting (Fig. 6). Cross validation of the results of the
two complementary approaches enables an interpretation as
follows.

(A) In the lower part of the northern slope, a zone of
homogeneous temperatures and resistivities exits. The small
variations in temperature in this area may be explained by
the fact that temperature values are only little below the
melting point and the energy input of the recent warming
is consumed by latent heat. Also, the results from ERT
monitoring suggest high amounts of unfrozen water and
only little ice content (Hauck et al. 2008).

(B) In the upper part of the northern slope a zone of
cold temperatures exists. The corresponding zone of high
resistivity in the ERT profile is, hence, probably caused by
higher ice content rather than by geological characteristics.
This is also supported by the larger seasonal resistivity
changes pointing to higher contents of ice and unfrozen
water than in the lower part of the northern slope.

(C) The permafrost boundary on the southern slope is
likely situated only a little below the surface, an effect that
can be mainly attributed to surface warming of the past
century that has not yet affected greater depths. Seasonal
resistivity changes support the hypothesis that there is no
permafrost near the surface in the southern slope.

The results of this qualitative validation corroborate
the assumption that the general pattern of the subsurface
temperature field can be modeled using diffusive and transient
2D and 3D simulations. Using such an approach enables
the simulation of temperature fields at greater depths that
cannot be reached by geophysical measurements or direct
measurements in boreholes. Additionally, the numerical
model can be used to calculate scenarios of the evolution of
subsurface temperatures and of future permafrost occurrence
below the Schilthorn Crest by prescribing the evolution of
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the upper boundary condition or by coupling the model to a
surface energy balance model and/or using regional climate
model output (cf. Noetzli et al. 2007).

Conclusions and Perspectives

The subsurface thermal field of a 2D-section across the
Schilthorn was modeled assuming a purely conductive and
homogenous underground in a first approach. Comparison
with measured ground temperatures and ERT profiles leads
to the following conclusions:

e The subsurface thermal regime of the Schilthorn Crest
is predominantly influenced by both topography and
transient effects. The cold northern slope and the recent
20" century warming induce permafrost on the southern
side of the crest only a little below the surface.

e The thermal regime of the profile can be characterized
by a cold zone below the upper part of the northern
slope, permafrost occurrence only a little below the
surface on the southern slope and in the lowest part of
the northern slope, and rather homogeneous conditions
at and below the area of the boreholes.

e The modeled temperature field agrees with the results
from ERT monitoring. The three zones mentioned above
can be distinguished in the results of both methods.

ERT monitoring on Schilthorn is being continued in the
scope of PERMOS. The combination of thermal modeling,
temperature measurements in boreholes and geophysical
surveys bears potential to further improve modeling and
validation strategies. These may include (1) quantitative
comparison of numerical results and measured data to
estimate model performance, (2) extending single point
temperature data to larger scales using 2D or 3D resistivity
values, and (3) improving the representation of the subsurface
physical properties in the model by incorporating subsurface
information (e.g., geological structures, water/ice content)
detected by geophysical surveys.
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The Effect of Fines Content and Quality on Frost Heave Susceptibility of Crushed
Rock Aggregates Used in Railway Track Structure

Antti Nurmikolu and Pauli Kolisoja
Tampere University of Technology, Tampere, Finland

Abstract

The high smoothness requirement of rails does not allow frost action in the structural layers of the track. Long-term
experience with the use of crushed rock aggregates in the uppermost layer of the track, the ballast bed, indicates that the
aggregates degrade substantially with accumulating traffic loading. In Finland, the use of crushed rock aggregates has
recently extended to the lower structural layers (subballast). For the purpose of setting optimal material requirements
for crushed rock aggregates, their degradation and its impacts on frost susceptibility have been studied at TUT.
Sampling, a total of 132 frost heave tests, and a large number of laboratory index tests revealed that in certain crushed
rock aggregate the frost susceptibility at under 15% fines content was directly proportional to the fines content. In the
combined analysis of various aggregates, the observation of quality of fines improved the correlation.

Keywords: ballast; crushed rock aggregate; fines; frost heave test; frost susceptibility; pore size distribution.

Introduction

The smoothness requirement of railway tracks is extremely
high and is tightening along with increasing train speeds.
Even relatively small deviations in track geometry limit
the competitiveness of environmentally friendly rail traffic,
as travel times increase and traffic capacity diminishes. In
cold climates frost action is an essential factor behind the
vertical deviations of track geometry. Because structural
layers are generally considered to be built of “non-frost-
susceptible” materials, the frost action of traffic routes is
commonly associated with problems in the frost-susceptible
subgrade. However, in the severe loading environment of
the track structure, crushed rock aggregates degrade as a
consequence of traffic loading, maintenance operations,
and environmental loadings. The tendency towards higher
axle loads and train velocities further increases the loading
applied to structural layers.

Coarse-grained and uniformly graded crushed rock aggre-
gate, ballast (Fig. 1), is traditionally used in the uppermost
structural layer of a track. A literature review by Nurmikolu
(2005) showed that many studies dealing with the degrada-
tion of ballast have been published. As a result of ballast
degradation, its water retention, frost susceptibility, and de-
formations increase. Finally, the effectiveness of the mainte-
nance performed to keep the track geometry at an acceptable
level decreases to the extent that the most economical alter-
native is to clean the ballast with a special sieving machine
in the field. Published research data dealing directly with the
frost susceptibility of ballast are scarce, though at least in
Finland, maintenance operators have distinct experiences of
frost action in ballast causing deviations in track geometry.
In a recent field study Akagawa (2007) found that degrad-
ed ballast causes significant frost heave in a track. Studies
dealing with the frost susceptibility of other coarse-grained
materials, such as the base course aggregates of roads, have
been published in recent years, perhaps due to the increased
smoothness requirements, for example, by Guthrie & Her-

mansson (2003) and Konrad & Lemieux (2005). It is obvi-
ous that the frost susceptibility criteria for the crushed rock
aggregates of modern railway track structure cannot be de-
termined on the basis of that literature.

Unlike in the case of ballast, there is no experience of
the long-term behavior of crushed rock aggregates in the
structural layers below the ballast bed. The use of crushed
rock aggregates in the intermediate and frost protection layers
(subballast) started in Finland with the 74 km Kerava-Lahti
double track line finished in 2006. From the degradation
point of view, the stress levels in the lower parts of the
structure are of course lower than in the ballast but, on the
other hand, cleaning of the lower layers in the same manner
as the ballast bed is practically impossible. Therefore, a
100-year service life is required of the substructure (Finnish
Rail Administration 2005). In order to distribute the loading
applied to the subgrade, to diminish deformations and to
prevent convective heat transfer (Goering et al. 2000), the
material of the frost protection layer must be more fine
grained and more broadly graded than ballast. Consequently,
the material can become frost susceptible as a result of lesser
degradation than ballast.
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Figure 1. Finnish grading requirement for fresh ballast and examples
of degraded samples taken from track structure.
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Experimental Studies

Test materials and methods

The degradation of the crushed rock aggregates used in
the structural layers of tracks and the quality of the produced
fines was studied by long-term cyclic loading tests, ballast
bed sampling, and laboratory tests of the samples. The studies
concerning degradation have been described elsewhere
(Nurmikolu et al. 2001, Nurmikolu 2005) as well as those
dealing with the evaluation of the ballast bed’s degradation
stage by GPR (e.g., Silvast et al. 2007). The samples of
the degradation examinations were utilized also in frost
susceptibility studies.

The fines generated from ballast in an actual loading
environment of a track structure were considered to be the
best approximation of the quality of fines possibly produced
by degradation of crushed rock aggregates in the lower
structural layers. Frost susceptibility examinations were
focused on 36 degraded ballast bed samples that had been
in service without cleaning for a long time (mainly over 30
years or subject to 40—-340 million gross tons of train loading).
The sampling points were also decentralized geographically
across as much of the rail network as possible to ensure a
comprehensive sample of different parent rocks. Also, seven
fresh, unused crushed rock aggregates from the quarries and
eight natural gravels and sands, mostly from the substructure
of'the track, were examined. Of the fines of the samples, grain-
size distribution (Sedigraph equipment), mineralogy (X-ray
diffraction), specific surface area (nitrogen adsorption), pore
size distribution (mercury porosimeter), water adsorption,
humus content (ignition method), and surface texture
(Scanning Electron Microscope) were examined. Of the
coarse particles several properties were studied, too, water
adsorption being the most important in terms of frost action.
A total of 132 frost heave tests were done with the samples
with various fines contents and grain-size distributions in the
arrangement described next.

Frost heave test arrangement

The frost heave test method has not been internationally
standardized. Thus, the results yielded by various
arrangements, some of them listed (e.g., by Chamberlain
1981) are difficult to compare. Based on a literature review
of the test methods (Nurmikolu 2005), the step freezing
test arrangement was considered the most suitable for this
research and was set up. In this arrangement the specimens
were prepared by the Intensive Compactor Tester (ICT
150RB) into a PVC pipe (inside diameter 150 mm) which
served as the specimen mould in the test. The intention
was to achieve sample height of 150 mm but, due to fixed
compaction effort, specimen heights varied mainly from
145-155 mm. The key decision with regard to minimizing
technical testing constraints was to use a cut-up mould
pipe (Fig. 2) in the test arrangement, as also recommended
by ISSMFE (1989). The frictional force operating at the
interface between the mould walls and the aggregate, which
is increased by the freezing of water, limits the occurrence
of frost heave. Different solutions have been sought for the

et O

i

Figure 2. Frost heave test arrangement at TUT.

problem such as discussed by Kujala (1991). In the cut-up
mould pipe individual mould rings can separate from each
other during frost heave. Then, there is movement between
the mould and aggregate only within part of one mould
ring, whereby the frictional force resisting frost heave is
considerably less compared to a continuous mould pipe.
This was obvious also based on the experimental results
which showed the frost heave in a cut-up mould pipe to be
2- to 4-fold compared to a continuous pipe using identical
sample materials.

The equipment built for frost heave testing enabled
freezing four samples simultaneously. Before starting the
test, seven thermocouples were attached to a specimen at
25 mm intervals. At the beginning of the test the specimens
were saturated by keeping them submerged in water for a
day. At the same time the specimens were cooled to 1°C—
2°C. Then the water level was lowered to about 12 mm
above the bottom level of the specimen material, and the
specimens were thermally insulated in order to minimize
radial heat flows. The specimens were frozen in the natural
freezing direction from top to bottom. The temperature of
the top surfaces of specimens was controlled by circulation
of a cooling agent to -3°C, and the bottom surfaces of
specimens with water circulation to +1°C. The supply of
additional water for specimens was secured during freezing
in line with the view of Konrad and Lemieux (2005), who
considered free water flow important in testing the materials
of traffic routes. Frost heave was measured during the test by
displacement transducers attached to specimen frames. The
freezing phase was continued for a minimum of four days.
The only load resisting frost action in the tests was the 3 kPa
pressure from the caps.

The frost heave specimens made from ballast layer samples
were, for the most part, made by proportioning the grain-
size distributions (Fig. 3) from sieved fractions as desired to
allow comparing the impact of fines quality. The selection
of frost heave specimen grain-size distributions was tied
to the typical grain-size distributions of degraded ballast
bed samples and the recommended grain-size distribution
of subballast material and likely progress of degradation
(Nurmikolu 2005). Due to the test scale, the maximum grain
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Figure 3. Typical grading curves of crushed rock samples
proportioned for frost heave test specimens. Dashed curves depict
variation range of tested gradings. New Finnish requirement for
grading of fresh crushed rock subballast is presented, too.

size of frost heave specimens was limited to 31.5 mm. Frost
heave tests on gravel and sand samples, as well as some of
ballast bed samples, were done using their natural grain-size
distribution of under 31.5 mm.

Parameters depicting frost susceptibility

Several parameters depicting frost susceptibility were
among the analyzed results of the frost heave tests, such
as accumulated frost heave, frost heave ratios, and frost
heave rates after various freezing periods. A parameter
independent of freezing conditions, the segregation potential
(presented by Konrad 1980), was not determined, because
the flow rate of the additional water into the sample was not
measured. Instead, the “frost heave coefficient,” which is
similar in principle and is used commonly in Finland in frost
dimensioning of road structures, was determined. The frost
heave coefficient, SP, (mm/Kh) is determined from Equation
1, where v is the frost heave rate (mm/h) and gradT is the
average temperature gradient in the frozen sample section
(K/mm).

v

’ gradl _ M)
The primary difference in principle between the frost heave
coefficient and segregation potential is that the v in Equation
1 indicates the flow-rate of water into the freezing zone
instead of the frost heave rate when determining segregation
potential (Konrad 1980). Thus, in water saturated material
the frost heave coefficient can, in principle, be considered
about 1.09-fold compared to segregation potential with the
assumption that all the water flowing to the freezing zone ends
up thickening the ice lens. However, the in situ frost heave
occurring in completely or nearly water-saturated material
is accounted for in the frost heave coefficient but not in the
segregation potential, which increases the above-mentioned
difference in water-saturated material. In an unsaturated state
the difference is more difficult to assess since, according to
Guthrie and Hermansson (2003), ice segregation may take
place due to a material’s internal water flow in the absence of

external additional water. This kind of frost action cannot be
depicted based on the flow rate of additional water into the
material, but it is considered by the frost heave coefficient.
Another difference in principle between the concepts is that
when determining the segregation potential, the temperature
gradient should be observed in the partly frozen zone at the
frost front, not throughout the frozen layer, which is easier
to measure.

As suggested by Konrad (1980) for the segregation
potential, the reference value for the frost heave coefficient
was determined at the moment the transient freezing phase
changes into the stationary freezing phase, that is, as the
frost front stops migrating in the sample. Due to the large
variations in the frost heave coefficient during the test, it is
highly important to follow a systematic practice, although
sometimes the moment is hard to determine, as the frost
front continues migrating very slowly.

Test Results and Discussion

The impact of grain-size distribution on frost susceptibility

The amount of fine-grained material coarser than fines
(>0.063 mm) was observed to have an insignificant effect on
the frost susceptibility of crushed rock aggregates within the
range of variation normally occurring in the case of materials
of the track structure. The impact of the other features
of grain-size distribution on frost heave was also found
insignificant in practical terms with the examined crushed
rock aggregates and the grain-size distribution variation
range allowed by the test method (Fig. 3). Observations
(e.g., by Konrad 1999) suggest that the frost susceptibility
of uniformly graded material may be lower than that of
broadly-graded material containing an equal amount of fines.
In crushed rock aggregates, however, especially in the case
of uniform grain-size distribution and large maximum grain
size which allow internal sorting, as with ballast, the finest
fraction accumulates at the bottom of the material layer. In
fact, internal sorting may result in a non-frost-susceptible
material becoming locally frost-susceptible.

The impact of fines content on frost susceptibility

It is natural to start an analysis of the effect of fines content
on frost susceptibility with test results on a specific aggregate
with different fines contents. Figure 4a shows that after 4 days
of freezing (h,,,), the frost heave of a specific fresh crushed
rock aggregate is fully linearly dependent on the amount of
fines in the material within the estimated repeatability limits
of the test (Nurmikolu 2005). This applies to fines contents
below 15%. The dependence is about the same as regards
the frost heave coefficient (SP ) (the subindex indicates the
unloaded nature of the tests) in Figure 4b. Based on all the
tests with fines content below 15%, the mutual correlation
coefficient (R) between 4, and SP was as high as 0.95,
but yet 4, correlated generally slightly more closely with
the fines content, which is why the following figures only
include /.

When the analysis of Figure 4a is widened by including



1302 NINTH INTERNATIONAL CONFERENCE ON PERMAFROST

14 6.0 12
O km 85+600 R? = 0.94
12 A Lakalaiva M .
R?=0.94 / 50 2 1077+ km 50+700 R?=0.91 .
10 R"=0.90 / + km 87+500 5 $
_ / ’ a0 8 1. km 88+200
x .
Es - = 2 £ =0.90
= £ £ ° S A4 .aR?=008
- 1 £30 = - R =
g6 = ] ya
B /,,// o . < =
4 / ®20 ///// 4
2 v 1.0 V’ 2
0 T T T T 0.0 ————— 0 —
0 2 4 6 & 10 12 14 16 0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16
Fines content (<0.063 mm) (%) Fines content (<0.063 mm) (%) Fines content (<0.063 mm) (%)
10 A 10 Tor-Kol A 16
9 9 9204180 Vesanka
. . 14
8 2 8 Pzz{.ﬁ’) Vesilahti x
; ’ = 0.44 ; 12
. % . LN x
g 6 A‘ -/-.'/ / A g Ao n .: / . 10 X -
° Y, € B
é 5 hd \E,S ° \E, * A
g e s & A "% 2 A P /
2 4 e 24 -t 8 IO A
S AL ; A 0
3 / L M * " KokoOu x o R
5 . 5 . 653+700 4 R
A S % /*/A ke, Y —
1= 4 New crushed rock 1 = 4 New crushed rock R e e Bzﬁ\;g{fec? roc
. | - allestbed . + Ballast bed x/%/ st Dec
‘ ‘ ‘ ‘ ‘ ‘ 0 : : : : : :
6 2 4 6 8 10 12 14 o 1t 2 3 4 5 6 7 0o 2 4 6 8 10 12 14
Fines content (<0.063 mm) (%) <0.02mm (%)

Figure 4. Correlation of parameters depicting frost susceptibility (4,

Fines content (<0.063 mm) (%)

SP ) with fines (or under 0.02 mm material) content applied to: (a &

b) only tests on specific (km 50+700) aggregate, (c) different unused crushed rock aggregates, (d & e) all new crushed rock aggregates and
degraded ballast bed samples from track, and (f) new crushed rock aggregates, ballasts as well as gravel and sand materials.

the corresponding results for four other fresh crushed rock
aggregates, we find that the correlations between 4, and
fines content were strong with each aggregate as shown by
Figure 4c. The location of the correlation line varied slightly
depending on the aggregate, indicating slight qualitative
differences in aggregates or their fines.
Figure4dalsoincludestheresults from the tests on degraded
ballast bed samples. The large number of observations made
during tests on the material of Figure 1 was reduced in order
to eliminate its excessive weighting. The correlation between
h,, and fines content is clearly weaker than in the above
examinations of individual aggregates. This is explained
partly by the different internal grain-size distribution of fines
as seen in Figure 4e, where the correlation of 4, is much
stronger in the content of the finer portion of fines (<0.02
mm). This view is also supported by observations on the
frost susceptibility of natural soils by, for example, Kujala
(1991) and Vinson et al. (1987). Regression Equations 2 and
3, where P, is the content of under 0.02 mm material,
could be obtained from this combined analysis of all tested
crushed rock aggregates.
hy,, =1.32(P,,, )+0.24

(R?=0.62) ©)

3)

0.02m.

SP =0.57-(P,,, )+0.14 (R?=0.53)

0.02m.

In Figure 4f the results from the tests on natural gravel
and soil materials were added to show that if frost heave
is assessed on the basis of fines content, there seems to be
considerably more deviation in the case of gravels and sands
than with crushed rock aggregates. The frost susceptibility of
some gravels and sands was remarkably higher than that of
crushed rock aggregates with a corresponding fines content.
This can only partly be explained by the internal grain-size
distribution of fines.

The impact of particle quality on frost susceptibility

The frost susceptibility of some crushed rock aggregates
in Figures 4d and 4e and especially that of gravels and sands
(Fig. 4f), which deviated from that evaluated on the basis of
fines content, can be largely explained by divergent surface
properties of particles. For example, the water adsorptions of
the fines of the most divergent materials in Figure 4f (Vesilahti
gravel and Vesanka sand) were almost 3-fold compared to the
average level of crushed rock aggregates (Nurmikolu 2005).
Corresponding differences could be noted, for example, in
relation to the specific surface area or pore size distribution
of fines as shown by Figure 5. The differences are clearly
revealed by the SEM images in Figure 6.

The porosity and water retaining properties of some
gravel and sand materials that deviated clearly from those
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regular ballast samples and with samples diverging the most from
the analyzed fines.
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Figure 6. SEM images of the fines of (a) non-frost-susceptible
ballast bed sample and (b) weathered, highly frost-susceptible
gravel.

of crushed rock aggregates indicate their slight weathering.
As a result, their frost susceptibility was higher than that of
the examined crushed rock aggregates with corresponding
fines content. The environmental loading on the particles
of naturally sorted coarse-grained soils over millennia
is of a different magnitude than the loading on crushed
rock aggregate particles over the few decades since their
crushing.

Distinct chemical weathering after crushing could be
observed only in one ballast bed sample, where opaque
minerals and mica had weathered, causing deposits of iron
compounds on grain surfaces. In general, most of the fines
in the ballast samples consisted of the most common rock
minerals, quartz, feldspars, and amphiboles, whose average
share in the mineral fines of the samples was established at
about 80% (Fig. 7). This was a positive finding as it proved
that despite the thousands of times larger specific surface
area of fines compared to coarse grains, hard minerals
appear to be resistant to chemical weathering in the structure
even in the form of fines. The findings support the idea
(Nurmikolu 2005) that degradation of ballast aggregates
in the Finnish railway network is mainly the result of
mechanical fragmentation and attrition caused by traffic
loads and tamping (maintenance), or in a few cases possibly
by frost weathering.

The significance of particles’ quality on frost heave

Loss on ignition
Other 50,

49%

Amphiboles
12%

Chlorite
6%
Micas
5%

Potash feldspar
13%

Figure 7. Indicative average mineral content of the fines of 36
ballast samples based on X-ray diffraction analyses.

susceptibility was examined statistically with stepwise
regression analysis. The examined determining variables
alongside the amounts of fines fractions (<0.063 mm, <0.02
mm and <0.002 mm) were water adsorption, specific surface
area, total pore volume and total pore area of fines, as well
as water absorption of coarse particles. The outcome of the
stepwise regression analysis was clear. Based on the index
properties of aggregate particles, the predictability of each
parameter depicting frost susceptibility could be improved
significantly compared to examinations based solely on the
contents of fines fractions. The best correlation was achieved
by using as independent variables the content of under
0.002 mm material, P, . water absorption of coarse
particles, WA,, and total pore volume of fines measured
with the mercury porosimeter, V, . Both water absorption
and total pore volume clearly improved the coefficient of
determination. In the case of parameters /,, and SP this
yielded regression Equations 4 (R*=0.86) and 5 (R?>=0.80),
which explained frost susceptibility in this combined analysis
of aggregates nearly as well as fines content in the analyses
of individual aggregates. Other independent variables did
not improve the attained coefficients of determination.

h,, =6.9-P

96h

+15.8- WA, +10.6V, 8.0 )

0.002mm

SP =2.8P,,. +10.0-WA,+4.6V, 3.8 (5)

0.002mm

Concluding Remarks

Degradation of the crushed rock aggregates used in
the track structure affects their frost susceptibility. Some
problems due to frost action can therefore be explained by
frost heave in the structural layers instead of the freezing of
frost-susceptible subgrade.

The results obtained from various frost heave test
arrangements are hard to compare. The test method should be
internationally standardized and made rather easy to perform
while yet minimizing the technical restraints preventing frost
heave from occurring. The arrangement with cut-up mould
pipes worked well in this study.

The frost susceptibility of a certain crushed rock
aggregate was found to be at the examined under 15% fines
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contents directly proportional to its fines content. In the
combined analysis of various crushed rock aggregates, frost
susceptibility correlated better with the very finest, under
0.02 mm and under 0.002 mm, fractions of fines than with
the total fines content.

Because significant chemical weathering could not be
observed even in ballast bed samples that had been in service
for a long time except in one case, the surface properties of
mineral particles of crushed rock aggregates varied relatively
little with a few exceptions. With the rock types typically
used in Finland, the impact of fines on the performance of
the ballast bed can, thus, be largely assessed on the basis of
their amount.

The porosity and water retaining properties of some gravel
and sand materials, clearly more disadvantageous than those
of crushed rock aggregate, indicated their weathering and
caused their higher frost susceptibility compared to crushed
rock aggregates with the same fines content.

Of the examined qualitative properties of particles, water
absorption of coarse particles and total pore volume of fines
correlated best with frost susceptibility. The regression model
building on the under 0.002 mm material content, the water
absorption of coarse particles and the total pore volume of
fines explained frost susceptibility in the combined analysis
of aggregates nearly as well as fines content in the analyses
of individual aggregates.

The concept of the non-frost susceptibility of aggregate
is mainly theoretical, since minor frost heave, not explained
by in-situ frost heave, actually occurs in many materials
generally assumed to be non-frost-susceptible. Therefore,
it would be more important to deal with the concept of
practical non-frost susceptibility. Establishing the limits
of it would require field observations or large-scale tests.
In their absence, and as a result of the investigations and
consideration of the high smoothness requirement of railway
tracks, it is suggested that a frost heave coefficient of 1.0
mm?%Kh and frost heave of 2.2 mm after four days, attained
in the described test, be applied to the track structure as the
limits of practical non-frost susceptibility. In fines content-
based frost heave models of crushed rock aggregates, the
suggested limits corresponded to an under 0.02 mm fraction
content of 1.5%. In the case of typical crushed rock aggregate
this corresponded to a fines (<0.063 mm) content of 2.7%.
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Contemporary Permafrost Degradation
of Northern European Russia

Naum Oberman
Mining Geological Joint-Stock Company MIREKO, Syktyvkar, Russia

Abstract

This paper discusses the results of permafrost temperature monitoring. Temperatures were recorded over recent
decades at a depth of zero annual amplitude at eight geocryological field stations located between the Ural Mountains
and the lower reaches of the Pechora River. It is shown that almost all permafrost within this region has been warming.
Permafrost temperature increases during the last 20 to 30 years ranged from 0.22°C to 1.56°C. Regional patterns of
mean annual permafrost temperature dynamics are analyzed. During the period of observations, new closed taliks
appeared, and those existing prior to climate warming increased in thickness by 0.6 to 6.2 m depending on a number
of factors. Data presented in this paper suggest that permafrost of this region is more vulnerable to recent climate

warming than that in Central Yakutia and West Siberia.

Keywords: monitoring; northern European Russia; permafrost; taliks; temperature; warming.

Introduction

Global climate warming leads to increases in permafrost
temperature in many northern regions (Gravis et al. 1988,
Haeberli et al. 1993, Pavlov 1994, Osterkamp et al. 1994,
Romanovsky & Osterkamp 2001). A number of publications
were devoted to the impacts of this warming on permafrost
in northern European Russia (Oberman 1996, Pavlov 1997,
Kakunov 1999, Oberman 2001, Oberman & Mazhitova
2003, Kakunov & Sulimova 2005, Pavlov & Malkova
2005). Most of the cited publications analyze long-term
permafrost monitoring records that were obtained from one
or two long-term geocryological field stations in operation
during the last two to three decades. The stations are
located near the city of Vorkuta in the eastern part of the
studied region (Fig. 1, Station #2) and close to the Pechora
River delta at Cape Bolvansky in its western part (Fig. 1,
Station #11). Data obtained from these two areas are rather
different. In the Vorkuta area a rapid warming of permafrost
was observed while the permafrost temperatures at Cape
Bolvansky remained relatively stable. Given this difference,
the interpolation of these data onto the entire region is hardly
possible. It was necessary to include in the analysis additional
data from other sites within the region where permafrost had
been monitored over recent decades.

Therefore, in 2006-2007, the MIREKO Stock Company
resumed measurements at six geocryological field stations
where measurements were conducted in the past. As a
result, the number of field stations where 20 to 38 year-long
records are available increased to eight (Fig.1). In this paper
we discuss the data from these eight stations. Shorter (10
to 12 years) records from other stations that have not been
published before are also included in this analysis. Original
observational data used in the paper are from (Kakunov et al.
unpublished, Glavatskikh et al. unpublished, Karpovich et al.
unpublished, Malkova & Vasiliev unpublished, Romenskaya
et al. unpublished, Oberman unpublished).

Study Area and Methods

The study region (Fig.1) is characterized by rather
diverse environmental conditions. The Pechora lowland
(Bolshezemelskaya Tundra), bordered by the Ural and Pai-
Khoi Mountains and their foothills to the east, occupies most
of the region. The geological section is represented mostly
by Quaternary loam, loamy sand, and sand often overlain
with peat. Landscapes with various geneses have different
ages that vary from Middle Pleistocene to Holocene. They
are dominated by one of these types of deposits or by the
combination of different types. Climatic conditions vary
within the region. Mean annual air temperature averaged
over 1950-2005 declines from -2.4°C in the southwest to
-7.5°C in the northeast of the region. Annual precipitation
increases from 300-400 mm at the seacoast to 400-500 mm
in the continental part of Bolshezemelskaya Tundra and
to 500-600 mm and more in the Ural foothills. The long-
term means of annual maximum snow depths increase
in the same direction from 44 cm at the coast to 59 cm in
Bolshezemelskaya Tundra and 78 cm in the Ural foothills.
Recent trends in the mean annual air temperature are
characterized by higher rates of warming in continental areas
and lower rates towards the coast. In the continental areas
the rates also decline from east to west (Pavlov & Malkova
2005). Our analysis showed that trends in precipitation and
snow depths were similar to those in air temperature, yet
better expressed. Excessive humidity is typical for the entire
region. Climate is responsible for the region belonging
mostly to the tundra zone. Permafrost spatial distribution
ranges from isolated patches to continuous permafrost. In
the 1970s, permafrost temperatures at the depth of zero
annual amplitude varied mostly from -1°C to -3°C, reaching
in some places -5.5°C, and permafrost thickness varied from
10 to 700 m, rarely more.

Long-term changes in permafrost temperatures were
monitored using mercury thermometers with a scale factor
from 0.05°C to 0.1°C. The thermometers were put in cases
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Figure 1. Survey map of the region.

filled with an inert material such as, for example, grease. In
2007, together with a representative from the Geophysical
Institute, University of Alaska Fairbanks, temperatures
were measured simultaneously with mercury thermometers
and dataloggers. Readings differed in average by 0.05°C.
Since 2007, boreholes are being equipped with temperature
dataloggers. In the past, measurement frequency varied from
one to three times monthly to four times annually.

Long-Term Permafrost Dynamics

Multi-year trends in permafrost characteristics were
derived from 20-and-more-year-long monitoring records.
The record lengths allowed averaging the short-term
(decadal) temperature fluctuations (for example, Boreholes
7S-124/124a and ZS-14/227 in Figure 2). These relatively
long-term records showed that permafrost temperatures at
the depth of zero annual amplitude increased during the
period of observations at all eight reference field stations in
the region (data from most of them are given in Table 1). At
the beginning of monitoring, only one of eight stations (#2)
was located in the sporadic permafrost zone, two stations
(#1 and #4) were in the discontinuous permafrost zone and
the rest of the boreholes were in the continuous permafrost
zone (Fig.1).

Permafrost warming over the recent 20 to 50 years has
been reported by a number of authors who conducted
occasional repeating temperature measurements on certain
topographic surfaces in 10 areas within the studied region.
Thereported rates of warming were similar to those registered

at our reference field stations. All available data suggest that
permafrost warming from 1950-2000 took place mostly in
the second half of this period.

The total increase in the mean annual permafrost
temperature varies for different stations from 0.22°C to
1.56°C (Table 1) and depends first of all on the length of
observational period. To overcome the effect of different
record lengths, the average annual warming rates were
calculated. These rates range from 0.01°C to 0.08°C per
year. At each field station the maximum rates were usually
observed in peatlands and minimum rates were typical for
loamy deposits, with sand deposits showing intermediate
values.

Generally, the rates of increase in mean annual permafrost
temperatures decrease towards the seacoast. In loamy
deposits that dominate the region, the rates were 0.031°C
to 0.034°C per year at the distance of 165-170 km from the
Barents Sea coast. At the same time, these rates were only
0.02°C to 0.028°C per yearin the area located 80-85 km from
the coast (Fig.1, Table 1: Stations #4 and #1, and Stations
#5 and #8, Boreholes KT-5 and 37-6). Similarly, the rates
were higher in the continental east of the region and lower
in the coastal west, decreasing from 0.031°C-0.034°C per
year at Stations #4 and #1 to 0.01°C per year in Borehole 49
(Table 1). The rates of increase in mean annual permafrost
temperature (calculated for 1982-1993 at Station #10)
decreased from the eastern continental Station #1 to the
western continental Station #10, from 0.034°C to 0.013°C
per year. Both stations are located at about the same latitude.
Owing to the tendencies, the permafrost warming is most
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pronounced in the eastern continental areas and least in the
western coastal regions. The least significant permafrost
warming was observed at the westernmost coastal Station
#11 (Cape Bolvansky) and was due to the later initiation of
climatic warming in this area compared to the rest of the
region (Oberman 2007).

Table 1. Long-term changes of permafrost in the region.

The regional pattern of permafrost warming correlates
closely with the above discussed pattern of recent trends in
major meteorological parameters.

While permafrost warming was a dominant process,
permafrost cooling was observed locally, mostly in the areas
of complete or partial drainage of thermokarst lakes. Cooling

Landscape* Ne of the Relief; microrelief Rock’s lithology ~ Period, years Depth, Ground temperature, °C:
station; at the sta.rt of m changes
borehole observations o ;

initial  during the °Clyr
period

1 1; ZS-124/124a slope; polygonal  peat, loam, sandy ~ 1977-2006 10 -2.78 +1.56 0.054

loam
1; ZS-14/227  watershed; spot- loamy sediments 1970-2006 15 -2.23 +1.20 0.034
medallion

la 11; 59 ridge’s crest; spot- loams 1983-2006 12 -1.95 +0.22 0.01

medallion

2 8; 100-6 slope; polygonal  peat, sands, loams 1987-2007 10 -4.30 +1.56 0.078
8; 35-6 watershed; sands, gravel 1987-2007 15 -2.85 +1.09 0.055

polygonal
8;37-6 foot of slope loams 1988-2007 14 -2.10 +0.52 0.028

3 4; R-54 side of the stream’s loam, sand, varved 1983-2006 10 -1.56 +0.71 0.031

valley clay

4 5; KT-5 by watershed; bog loamy sediments ~ 1986-2006 15 -2.87 +0.41 0.021
5; KT-3b I above flood-plain sands, gravel 1987-2006 15 -2.55 +0.95 0.05

terrace

5 2; UP-35 slope’s foot; frost ~ peat, loam 1986-2006 10 -1.72 +0.69 0.035

small mound
7; K-2 marine terrace sand, loam 1982-2007 10 -3.93 +0.97 0.039
Closed taliks
Talik’s type Talik’s thickness, m
changes
initial  during the m/yr
period
1 1; EK-67 snow-made talik loams, sandy 1980-2006 0 +15.8 0.61
loams, pebble
1; ZS-83 ground water loams, sands 1976-2006 0 +8.6 0.29
transient talik
1; 8S snow-made talik  loamy sediments 1971-2005 12.1 +6.7 0.20

3 4; R-53 near-channel talik  sandy loam, varved 1983-2006 8.8 +0.6 0.03

clay

4 5; KT-8 near-channel talik  loams, sandy loam 1986-2006 13.2 +2.8 0.14
5; KT-16a snow-made talik ~ loamy sediments ~ 1987-2006 8.6 +2.8 0.15

5 2; UP-34 ground water made loams, limestones  1975-2006 435 +24.8 0.80

talik
6; 23 snow-made talik sandy loam, 1978-2007 49 +6.1 0.21
gravelly sandy
loam
6;32 lake talik sands, sandy loams 1977-2007 5.0 +6.2 0.21
7, K-41 snow-made talik sands, loam 1982-2007 5.3 ~+3.7 0.15

Note: * - plains: 1 and la — glacial-marine of Middle Pleistocene age (continental areas and sea coast); 2 — marine, Middle Pleistocene; 3 —
lacustrine-alluvial, Late Pleistocene; 4 — lacustrine-alluvial, alluvial-marine, Late Pleistocene; 5 — piedmont areas.
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with the rate of 0.006°C per year (during 1970-2006) was
observed in the frozen basal peat layer below the floor of one
of the lakes that drained before 1969; i.e., before the onset
of pronounced warming (Fig. 2, Borehole ZS-16). Cooling
rates observed in the thawed peaty sediments of the lakes
drained during the climatic warming were much higher. At
an initial mean annual ground temperature of 1.5°C, the rates
were -0.042°C per year during 1974-2005 and, at an initial
temperature of 2.87°C, they were -0.082°C per year during
1980-2006 (Stations #1 and #4, respectively). The duration
of periods of thawed lake sediments rapid cooling prior to
relative stabilization was equal for both lakes and totaled
14 years. This similarity in temperature regime between
these two lakes occurred in spite of different drainage dates
and significant differences in the initial enthalpy of bottom
deposits. Similar permafrost temperatures in the surrounding
terrain of both lakes can possibly explain the phenomenon.

Anomalous permafrost temperatures that persist during the
time of recent climatic warming were observed at the sites
where permafrost degradation resulted in the development
of closed taliks (Fig. 2, Borehole ZS-83, Table 1). Here, the
permafrost table lowered to 8.6 m in 30 years. It lowered
even deeper, to almost 16 m, in an area where a newly
developed closed talik coalesced with a preexisting lateral
talik (Table 1, Borehole EK-67). Taliks existing prior to the
recent climatic warming also increased in thickness, though
to a smaller degree than newly developed taliks. Reduced
rates of ground temperature changes in these taliks were
probably due to a deeper permafrost table position and, hence,
weakened effects of air temperatures on ground temperatures.
Total increases in thickness of the closed taliks developed
in Quaternary deposits ranged from 0.6 to 6.7 m (Table 1)
depending on the geographical location, genetic type of the
particular talik, ice content and lithological characteristics
of the bearing sediments, hydrological, hydrogeological
and other factors. The thickness of newly-developed taliks
decreases northward (towards the sea coast), in accordance
with the increasing severity of geocryological conditions and
in accordance with already mentioned regional distribution
of the recent climatic trends (see the Borehole pairs 8S & KT-
16a and 23 & K-41, in Table 1). Thawing of the very ice-rich
varved clays (Station #4, Borehole R-53) is accompanied
by high heat consumption, and therefore total increases in
thickness of closed taliks were minimal (only around 0.5 m)
in this kind of deposit. On the other hand, a ground-water-
formed closed talik in bedrock with practically zero ice
content demonstrated a 25-meter increase in thickness in 31
years (Station #2, Borehole UP-34).

As a result of climatic warming, permafrost patches 10
to 15 m thick (Stations #1 and #2) thawed completely. In
the patches where Quaternary deposits were perennially
frozen to a depth of around 35 m, the base of the permafrost
tended to rise (Fig. 2, Borehole ZS-117). Comparison of
small-scale maps based on 1950-1960 data with those
based on 1970-1995 data shows a shift of the southern limit
of permafrost by several tens of kilometers northwards
(Oberman 2001). This also indicates that permafrost is

degrading in the southernmost part of the region.

At the same time, newly formed permafrost developed
within the bottom of completely or partially drained lakes.
This new permafrost was confined either by the elevated
parts of the lake floor or by the bottom sections adjoining the
frozen lakeshores. At one such site, permafrost developed
from 1974 to 2001 to a depth of 14.5 m. To assess the extent
of new permafrost formation, an analysis of satellite remote
sensing data was performed by [.O. Smirnova (Research
Institute for Cosmo-Aero-Geological Methods) for the
entire region under discussion. According to her results,
the area of lakes drained between 1988 and 2000 comprises
only a fraction of a percent of the total area. Moreover, only
an insignificant part of the drained area has been freezing
recently and forming permafrost. Hence, on a regional
scale, the significance of the formation of new permafrost
is very limited compared to the predominant permafrost
degradation.

Finally, the material presented indicates that permafrost
dynamics could be very different within different Russian
permafrost regions. Recent long-term increases in mean
annual air temperature were several-fold smaller in
northern European Russia than in Central Yakutia and West
Siberia (Pavlov & Malkova 2005). However, an increase
in permafrost temperatures at the depth of zero annual
amplitude was several-fold larger than those in Central
Yakutia and comparable to those in West Siberia. One
reason for these differences could be the two-fold increase
in atmospheric precipitation in the discussed region. This,
in turn, was associated with an increase in the warming
effect of ground waters on permafrost (Oberman 2006a,
b). The maximum snow depth increase in recent decades
was also reported for the western part of the Russian Arctic
(Bulygina & Razuvaev 2007). This increase also contributed
to the observed warming of permafrost. Taken together with
the relatively high temperatures of permafrost in northern
European Russia, all the above-discussed evidence indicate
that this region is one of the most vulnerable to further
warming. A large extent of permafrost degradation can be
expected in this region in the foreseeable future.

Conclusions

In all geocryological zones and major landscapes of
northern European Russia, the long-term (20 to 38 years)
warming trend in permafrost temperatures at the depth of
zero annual amplitude were recently observed. Short-term
permafrost temperature fluctuations are superimposed on
this trend. Total temperature increases vary from 0.22°C
to 1.56°C with annual rates ranging between 0.01°C and
0.08°C per year. The observed warming rates decrease from
continental areas towards the coast, and from eastern regions
toward the west of the study area. These tendencies correlate
closely with the recent intra-regional trends in mean annual
air temperature, annual precipitation, and snow depth.
Permafrost warming led to formation of new closed taliks
and to an increase in thicknesses of pre-existing taliks. The
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increase in thickness of these taliks range from 0.6 to 6.7 m
and depend on the location and genesis of the talik, as well
as on ice content in the bearing deposits and other factors.
Some thin permafrost patches completely thawed.
Excessive humidity and a recently observed steep
increasing trend in snow depths, together with relatively
high permafrost temperatures, cause higher vulnerability of
permafrost to climate warming in this region as compared to
Central Yakutia and, to a lesser degree, to West Siberia.
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Abstract

A monitoring program to measure ground and air temperatures was started in autumn 2001 in Dovrefjell (62°15'N,
9°20'E), a mountainous area in southern Norway. Ground temperatures are measured in a transect from deep seasonal
frost at 1039 m a.s.1. to discontinuous mountain permafrost at 1505 m a.s.l. in 11 boreholes 9 m deep. This is the first
transect of this type set up in Scandinavia. Preliminary results are presented including measurements at 0.2 m and
8.5 m depth. The collected ground surface temperatures (GST) show pronounced fluctuations and large interannual
variability. A simple normalization procedure is suggested to relate the observed GST to the reference period 1961-
1990. The results suggest that even with an averaging period of 5 years the MAGST could deviate more that 1°C from
the 30-year average. The period 2001-2006 is generally found to be warmer than the reference period, suggesting
thawing permafrost at sites with discontinuous or thin snow cover.

Keywords: MAGST; monitoring; mountain permafrost; Norway.

Introduction

Permafrost is known to be widespread in the world
mountain ranges, but scientific investigations only started
during the past few decades (Haeberli 1973, Haeberli &
Patzelt 1982, @degard et al. 1992, Hacberli et al. 1993).
The focus of these investigations has been on degrading
permafrost and reduction in the stability of mountain slopes
(e.g. Harris et al. 2001). Slow thaw of deeper subsurface
materials may provoke larger-scale instability on steeper
slopes in areas previously considered stable (Dramis et
al. 1995). Other studies are related to buildings and other
installations directly affected by ground thawing (Haeberli
1992, Haeberli et al. 1993). Permafrost is sensitive to changes
in surface energy exchange; it is therefore important to
investigate the marginal permafrost areas. Equally important
is an understanding of the dominant processes for permafrost
development and degradation in mountain areas.

The use of miniature temperature data loggers (MTDs,
Fig. 1) for mountain permafrost studies has greatly
increased during the last decade. Large amounts of ground
surface temperature data now exist from many mountain
areas. Continuous temperature recordings make it possible
to determine, for example, the mean monthly and annual
ground surface temperature (MMGST and MAGST) at
selected sites.

This paper presents preliminary results from a monitoring
program to measure ground and air temperatures in Dovrefjell
(62°15'N, 9°20’E), a mountainous area in southern Norway
(Fig. 2). Ground temperatures are measured in a transect
from deep seasonal frost at 1039 m a.s.l. to discontinuous
mountain permafrostat 1505 ma.s.l. in 11 boreholes 9 m deep
in the period 2001-2006. This is the first transect of this type

Figure 1. Miniature temperature datalogger (MTD) used in this
study. This tool is especially designed for rough field conditions.
The thermistor in the MTDs is a TMC-1T with a temperature range
of —=30°C to +40°C and with accuracy given by the manufacturer
to be +0.13°C. The loggers are available from GEOTEST in
Switzerland.

set up in Scandinavia. The analysis includes measurements
at 0.2 m and 8.5 m depth. The collected ground surface
temperatures (GST) show pronounced fluctuations and large
interannual variability. A simple normalization procedure is
suggested to relate the observed GST to the reference period
1961-1990.
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Figure 2. The research area in central southern Norway.

Table 1. Mean ground temperatures 2001-2006, column 2 shows
normalized temperatures described in the next section.

Normalised Mean 2001-2006
0.2m depth  8.5m depth

Mean 2001-2006
BH-nr 0.2m depth

DEB1 -1.1 -1.9 -0.2
DB2 -1.0 -2.1 -0.3
DB2 0.7 0.2
DBS -0.8 -1.7 0.6
DB& -0.7 -1.7 -0.3
DBY 0.5 1.4
DB& 0.8 2.0
DB10 1.5 0.9 26
DE11 1.4 0.8 2.1

Research Area and Previous Studies

The setting and overall scope of the monitoring program
in Dovrefjell were presented by Sollid et al. (2003). Key
information from the boreholes like position, altitude, surface
material, and snow depth are described in this paper.

Ground temperatures are correlated with elevation. The
lower limit of the mountain permafrost in Dovrefjell is about
1500 m a.s.l., mapped using the BTS (Bottom Temperature
of Snow) method (Ddegérd et al. 1996, Isaksen et al. 2002).
This limit is representative for areas with a stable snow cover
of 1-2 m. Sporadic permafrost is present at elevations down
to 1000 m a.s.l. in some palsa bogs (Sollid & Serbel 1998)

Regression based on 18 climate stations in the vicinity
(Aune 1993) indicates that the 0°C isotherm is located at
910 m a.s.l. The mean temperature lapse rate is 0.44°C/100
m (Tveito et al. 2000). The average yearly precipitation is
600 mm (Ostrem et al. 1988). Unstable and stormy weather
are common in winter, and the dominant wind direction is
from the southwest.

Field Data

This study is based on analysis of a subset of the
observations including monthly averages from 9 boreholes at
0.2 m depth and 8.5 m depth (Table 1, Figs. 3,4). DB1, 2, and
6 are located at exposed sites, at main ridge-crest or plateau

20 4 DBS5 - Dovrefjell

Ground surface temperature, °C

— Daily values
—o—Monthly values

-20 -

Figure 3. Daily and monthly time series of ground surface
temperature at monitoring site DB5 in Dovrefjell, 2001-2006. The
temperature series shows large interannual variability.

—o—DB1

—=—DB2
—e—DB3
—e—DB5
—0—DB6
) |—+—DB7
<3| ——DB8
——DB10
—¢DB11

Difference between air and ground temperature

Month number

Figure 4. Difference between air temperatures and observed
MAGST at the monitoring sites (0.2 m depth-averages 2001—
2006).

locations, where winter snow accumulation is minimal. Sites
DBS5, DB10, and DB11 have discontinuous snow cover in
the vicinity of the boreholes. DB 3, 7 and § have a maximum
snow cover between 0.3 m and 1.0 m as measured in late
winter. DB1, DB2, and DB6 are in permafrost; the other
boreholes have deep seasonal frost.

Normalization Procedure

In the normalization procedure the monthly scale was
selected. The monthly scale improves the correlation between
air and ground temperatures (Fig. 5), and captures the overall
seasonal variations (Fig. 4). The World Meteorological
Organization (WMO) established a standard for a “normal”
period to ensure that calculations of climate averages (the
“normals”) are calculated on a consistent period. A 30-year
period is considered long enough to calculate a representative
average, and to reduce the impact that one-off, extreme
events have on the average. Thus, in this study the official
standard normal period 1961-1990 is used.

The normalization procedure starts with the calculation
of the MMGST from MTDs by averaging the observations.
The second and more complicated step is to obtain mean
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Table 2. Difference between observed and normalized air temperatures at Fokstugu (1961-1990).

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC JUN-AUG OCT-APR YEAR
2002 32 2.1 1.4 3.9 2.2 1.2 1.1 4.7 1.9 3.8 34 31 23 0.0 1.0
2003 2.1 2.2 3.1 2.2 -1.0 1.1 33 0.6 0.8 25 20 1.8 1.7 1.6 1.3
2004 -1.6 2.5 1.7 3.5 0.5 -1.1 -02 20 1.1 0.5 05 3.0 0.2 1.3 1.0
2005 43 0.8 0.0 2.2 20 24 24 02 1.5 2.0 34 0.8 -0.1 1.9 1.1
2006 2.4 1.1 40 -03 -0.6
Average 2.1 1.7 0.4 2.3 -02 -03 1.7 1.8 1.3 -1.2 0.6 0.6 1.0 1.2 1.1
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Figure 5. Recorded monthly ground surface temperature for monitoring sites in Dovrefjell vs. monthly air temperature for the weather station
at Fokstugu. The snow thickness at several of the monitoring sites is low and for DB1, DB2, and DB6 most of the time snow is completely
absent, due to redistribution by wind. Monitoring sites DB3, DB7, and DBS are highly influenced by snow.
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Figure 6. The upper graphs show observed ground surface
temperature at selected monitoring sites DB-2 (left) and DB-3
(right). The lower graphs show normalized values for the ground
surface temperatures at the same two sites.

monthly air temperature maps and monthly anomaly maps
of the air temperature with reference to a standard normal
period, in this study 1961-1990.

In Norway 1 km gridded temperature maps and anomaly
maps are available from the Norwegian Meteorological
Institute (Tveito et al. 2000). The spatial analyses were
based on 1247 stations in Fennoscandia using residual
kriging. The trend components were defined by a stepwise
linear regression.

One alternative method is to obtain air temperature
data from a nearby meteorological station having a long
time series (e.g. 30-year period or more). A monthly mean
temperature anomaly field in a radius of, for example, 30-50
km tends to be quite homogenous, typically within in the
range of £0.3°C.

A high correlation between air and ground temperatures
suggests low influence of snow and latent heat effects, which
suggests a strong coupling between the air temperatures and
the ground surface temperatures. At these sites the monthly
air temperature anomalies are simply applied to the MMGST
to obtain a normalized estimate.

Results

The normalization procedure outlined above was applied
to 6 boreholes (DB1, DB2, DB5, DB6, DB10, and DB11)
to obtain the first estimate of MAGST based only on a
few years of measurements. The normalization procedure
reduces the monthly and interannual variability in the dataset
(Fig. 6), especially during summer. At exposed sites with a
thin snow cover, the variability in the normalization results
during autumn and winter is mainly due to problems with
the extrapolation of data obtained from the meteorological
stations. For some time periods during autumn and winter,
the air temperature in valleys is often lower than in the
surrounding mountains because of temperature inversions.

This is the case at the Fokstugu meteorological station
approximately 15 km from the research area.

For the monitoring period autumn 2001 to spring
2006 the MAGST at exposed sites are on the range
0.6°C to 1.1°C higher than the 1961-1990 average
(Table 1, column 1 and 2).

For determination of MAGST for sites having a thick
snow cover the suggested method is not applicable
during winter due to the insulating effect of the snow
(DB3, DB7, and DBS).

Except DB3 the average ground temperatures
observed at 8.5 m depth are higher than MAGST at 0.2
m depth. The averages during the monitoring period
range from 0.4°C to 1.2°C higher than MAGST. At
DB3 the average at 8.5 m depth is 0.5°C colder than
MAGST. This is a good illustration of the complexity
of the ground thermal regime in mountain permafrost/
deep seasonal frost. The distance between DB2 and
DB3 is only 55 m.

Discussion and Conclusions

Observations in 9 shallow boreholes, in warm
permafrost (3 boreholes) and deep seasonal frost (6
boreholes), in the period from autumn 2001 to spring
2006 show the limitations of surface measurements
in the validation of mountain permafrost models. The
results suggest that even with an averaging period of 5
years the MAGST could deviate more that 1°C from
the 30-year average (1961-1990). This study shows
that a simple normalization procedure based on air
temperature anomaly maps could be applied at some
sites with a good coupling between air and ground
temperatures. A more general normalization procedure
would require more sophisticated methods.

The period 2001-2006 is generally found to be
warmer than the reference period, suggesting thawing
permafrost at sites with discontinuous or thin snow
cover.

The ground temperature averages at 8.5 m depth are
generally found to be higher than the averages at 0.2 m
depth. This is surprising because the conductivity ratio
between unfrozen and frozen surface material (Kt/Kf)
will cause an offset between the MAGST and the ground
temperature at the top of the permafrost. The thermal
offset is caused by different thermal properties in the
thawed and frozen states (Romanovsky & Osterkamp
1995). These conductivity controlled models show
good performance in arctic low-land applications when
compared with borehole data (Smith & Riseborough
2002, Wright et al. 2003).

In mountain terrain the surface is often covered with
blocks, introducing a top surface layer where non-
conductive heat transfer mechanisms are important.
Another complication is the redistribution of snow
due to wind drift, resulting in a highly variable snow
cover, even on scales of just a few meters. This is
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definitely the case at the observed boreholes and needs to
be considered in order to obtain modeling results that can
be compared with borehole data. There is also a possibility
for lateral heat transfer in a complex soil-water system, but
conclusive statements cannot be made based on this study.

The plan is to continue the monitoring for several decades,
for the study of permafrost temperatures under future
climate development and probable accelerated warming in
the mountains of southern Norway.
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Effects of Changing Climate and Sea Ice Extent on Pechora
and Kara Seas Coastal Dynamics

S.A. Ogorodov
Lomonosov Moscow State University, Faculty of Geography, Moscow, Russia

Abstract

About half of the Eurasian Arctic coastline consists of ice-rich deposits. The dynamic response of this coastal type
is forced mainly by thermal and wave-energy mechanisms. The role of the thermal factor increases with ground ice
content. Low ice content makes the wave-energy factor more significant. We present a comparison of the changing
influence that wave energy and temperature regimes can exert on coastal dynamics for two types of Pechora and Kara
seas coasts. The first type is represented by barriers and spits, which are expressed by sandy deposits with low ice
content. For such coasts, a clear dependence between the seasonal wave energy magnitude directed landward and the
coastal retreat rate was found. The second type represents the typical thermo-erosion bluff coast composed of sandy
and clayey deposits with medium ice content. The dynamic regime of this type of coast is determined by both thermal

and wave-energy factors.

Keywords: climate change; coastal dynamics; sea ice; wave energy.

Introduction

The evolution of Arctic coasts over the coming decades will
be governed by changes in the natural environment caused
by the effects of climate warming. Rising temperatures are
altering the Arctic coastline by reducing sea ice and thawing
permafrost, and larger changes are projected to occur as this
trend continues. In September, 2007, the area of sea ice in
the northern hemisphere achieved its historical minimum for
the period of satellite observation (since 1978; http://arctic.
atmos.uiuc.edu/cryosphere). Less extensive sea ice creates
more open water, allowing stronger wave generation by
winds, thus increasing wave-induced erosion along Arctic
coasts. Therefore, the acceleration of erosion and thermo-

abrasion of the coast is attributable to both an increase of
air and water temperatures and a possible intensification of
wind-generated wave activity. This is an important topic to
pursue given the direct impacts to human communities and
infrastructure already being felt along Arctic coasts.

In spite of a short active period, dynamic processes in the
coastal zone of the Arctic seas are characterized by a very
high intensity. The intensity is due to low coastal stability,
which is composed of frozen dispersive sediments and is
evolving under the influence of thermal-erosion process.
About half of the Eurasian Arctic coastline is exposed to
coastal erosion processes and undergoes coastal destruction
at rates of 1-5 m per year. In general, which processes

/ >
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Figure 1. The research area.
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affect thermal-erosion coasts, and with what intensity, is
determined by a combination of and interaction between
thermal and wave-energy factors.

The thermal influence shows itself as energy transmission
to the coast, which is composed of frozen sediments,
via radiative and sensible heat fluxes from air and water.
Accordingly, higher air and water temperatures, together
with a longer ice-free period and longer period with positive
air temperature, affect the stability of frozen coasts. The role
of the thermal factor usually increases with increasing ice
content in coastal deposits. In turn, low ice content renders
the wave-energy factor more significant.

The wave-energy factor acts via the direct mechanical
impact of sea waves on the shore. Correspondingly, the
effectiveness of this factor is determined by storm-driven
sea surge intensity, as well as by the length of the stormiest
period. Conversely, surge intensity substantially depends on
the fetch, which is intrinsically linked to sea ice extent since
less extensive sea ice creates more open water, allowing
stronger wave generation by wind.

We present a comparison of the changing influence of
wave energy and temperature regimes on coastal dynamics
for two types of coast. These results are drawn from work
conducted along the Barents (Pechora) and Kara Sea coasts
(Fig. 1), but have much broader implications to coastal
regions throughout the Eurasian Arctic.

Methods

Microsoft Excel was used for statistics and correlation
analysis. Wave energy flux was calculated using the Popov-
Sovershaev (1981, 1982) wind-energy method (Ogorodov
2002). The method is based on the theory of wave processes
and takes established correlations between wind speed and
parameters of wind-induced waves into account.

For deep-water conditions, when the sea floor does not
influence the wave formation, the wave energy flux per
second (for 1 m of wave front) at the outer coastal zone
boundary is calculated by the equation similar to the one
used in Longinov’s method (1966):

E,, =3x10"°V;x (1)

where V| is the real wind speed measured by anemometer
at 10 m above sea level [m/s], x is the real or extreme
distance of wave racing [km];, and the dimension of the
coefficient 3x 10~ corresponds to the dimensions of p /g,
where o is density [g/m?], g is gravitational acceleration

tlm’ Im

[m/s?], i.e., m/s* Thus, EOdW has dimensions,  jgor
t/s, as is the convention in coastal dynamics.

The same equation for the shallow sea zone appears in the
following form:

14
gH

Ey,, =2x107 vz o @

10

where E) ~has the same dimensions as in equation (1).
Equation (2) is valid under two conditions: for shallow
sea basins, i.e., for most of the arctic seas, wave energy
is determined in accordance with kinematic index of

gH

shallowness, y2 o between water depth H along the wind
10
gH

direction and wind speed V. At p2 < 3 water depth
10

hampers formation of wind-induced waves.

Another condition is determined by the following: a wave
starts to interact with the sea floor when it becomes high
enough after it has covered a certain ideal distance without
touching the sea floor, when it has developed in the deep-sea
basin where equation (1) is valid. Hence, at the boundary
between deep-sea and shallow zones both equations should
be valid. From this it follows that the ratio between the
minimum wave fetch at which the interaction between waves
and sea floor begins and the water depth at the distance of
that wave fetch is:

0.4

Yuin > .5 817 3)

H Vio
where Xmin is expressed in kilometers, and H is in meters.

g ,
At —— =3 equation (3) becomes
10

X .

Elmin > 30 ©

10

From (4) we can get the value of the extreme wave fetch
for deep-sea conditions equal to the value obtained by other
means:

Xim =3V (5)

This value could be neglected if other factors limiting wave
fetch are absent, for example by sea ice or islands.

To calculate the sum of wave energy of a certain direction
from the energy flux per second, £ calculated for all wind
speeds by wind direction is multiplied by the overall wind
duration, for wind of a certain speed range on a monthly or
monthly ice-free period, expressed in seconds. The values
obtained are summarized for each rhumb line. The rhumb
fluxes of wave energy, E , are represented by the wave
energy sum for all wind speed gradations within a certain
rhumb during the dynamically active period.

For delimitation of an ice extent boundary and
determination of duration ice-free period http://arctic.atmos.
uiuc.edu/cryosphere data are used.
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Figure 2. Pesyakov Island, the first type coast.
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Figure 3. Correlation between wave energy and coastal retreat
rate.

Results and Discussion

The Varandei Coast, Barents Sea example

It is a wide-spread opinion that sea coasts consisting
of frozen deposits must develop as thermoerosion
(thermoabrasion) type coasts. At the same time, coastal
bluffs formed of frozen deposits with low ice content (the
first type) are not subject to thaw slumping, permafrost creep
(solifluction), gully thermoerosion, and thermokarst (Fig.
2). Periodicity of extreme storm surges and the total wave
energy activity in the coastal zone during the active dynamic
period are the main factors which determine the dynamics of
coasts with low ice content. Based on the Actualism method,
we can suppose that, in the case of climate warming, low
ice content coastal dynamics will have similar features to
those which they have in the warmest years and decades at
the present. Thus, to forecast the dynamics of similar coasts
under conditions of climate change, it is only necessary to
predict changes in the regional wind-wave regime. As basic
coastal retreat values, one may use the values obtained by
direct stationary observations during the period with certain
wind-wave parameters.

To substantiate this hypothesis, we performed correlation
analysis of the results of stationary observations on coastal
dynamics and hydrometeorological data. For Varandei area
(Pechora Sea), wave energy fluxes at the external border
of the coastal zone were calculated using wind direction
and speed for each year between 1981 and 2002. The total

Figure 4. Ural Coast of Baidaratskaya Bay, the second type coast.

value of the wave energy flux from the all wave-dangerous
rhumbs for dynamically active period (from July to October)
was obtained. Then we calculated correlation indices
between the value of the wave energy flux and temperature
characteristics, and the value of coastline retreat near the
Varandei settlement.

The obtained results permit us to conclude that for coasts
of the first type, consisting of low ice content deposits
(Varandei site), there is a clear dependence between the
wave energy volume at the external border of the coastal
zone and the coastal retreat rate. The correlation index (R)
is 0.8 (Fig. 3).

At the same time, a significant correlation between the
temperature regime and the coastal retreat rate was not
observed (Ogorodov 2005). There was no determined
interrelationship between average temperatures of active
dynamic period and wave activity.

Thus, the conditions of the climate change dynamics
of coasts formed by deposits with low ice content will
be determined more by wind-energetic than temperature
regimes.

The Baidaratskaya Bay and Marresale Coasts, Kara Sea
example

The second coastal type represents the typical, thermo-
erosion bluff coast composed of sandy and clayey deposits
with medium ice content (Baidaratskaya Bay and Marresale
Coasts, Kara Sea; Fig. 4). The dynamic regime of coasts
of the second type is defined by both thermal and wave-
energy factors. Thermodenudation processes, caused by
the thawing of frozen deposits, result in the mass-wasting
of unconsolidated sediments that are loosely deposited at
the foot of the coastal bluff. This material is easily washed
away by the waves and water-level surges that accompany
storm events. In the absence of significant melting, a given
wave energy level cannot act with the same efficiency on
the coastal bluff to remove material, and hence should
result in lower coastal retreat rates. Correspondingly, the
persistence of the thawed, loose material at the base of the
bluff when wave activity is low should reduce the rate of the
thermodenudation processes and also coastal bluff retreat.
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Figure 5. Seasonal erosion response at the second type coast,
1977-2004, with respect to an index combining a representation
of seasonal thermal and wave energies (their normalized seasonal
values were added and plotted against the normalized erosion
response). Results considering the influence of temperature and
wave action together showed superior explanatory capacity than
temperature or wave energy alone.

For a region with the second type of coast (Baidaratskaya
Bay and Marresale sites, Kara Sea), we have calculated
the sums of temperatures averaged monthly for the mild
season (from June to September) for the period from 1977
to 2004, as well as the total value of the wave energy flux.
We performed correlation analyses of these data and the
results of monitoring of the coastal dynamics. We observed
that both factors influence the coastal retreat rate equally.
Seasonal indicators of temperature and wave energy returned
correlation coefficients (against seasonal erosion) of 0.41
and 0.39, respectively, while together they returned 0.6
(Fig. 5). The maximal coastal retreat rate (2.0-3.5 m/year)
corresponds to the years when both average temperature
and wave-energy flux approach the maximum values. Such
behavior corresponds to the years 1982, 1983, 1988, 1989,
1994, and 1995 (Vasiliev et al. 2005), in particular. The
coincidence of minima of these parameters corresponds to
the lowest rates of coastal recession (0.5 m/year, for example,
during the years 1978 and 1999).

The combined analysis of coastal retreat rate and
hydrometeorological parameters specifying the temperature
and wave regime seems to be difficult because of the
discreteness of monitoring of coastal dynamics. For example,
the measurement of the position of the brow of the coastal
bluffis usually performed at the end of August and beginning
of September, while the high wave energy activity occurs
at the end of September and in October. As a result, these
measurements give information on the retreat rate of the
brow of coastal bluff under the action of thermodenudation
processes during the summer of a given year and wave
erosion during autumn of the previous year.

Dynamics of coasts consisting of frozen deposits is mainly
caused by the two environmental forcing factors, namely, by
the thermal and wave-energy mechanisms. As a rule, the role
of the thermal factor increases with the ground ice content of

the coastal deposits. In turn, low ground ice content renders
the wave-energy factor more significant.

Conclusions

Thus, temperature regime and waves, as the major
environmental forcing agents determining dynamics of arctic
coastal margins have been considered. Rising temperatures
are altering the arctic coastline and much lager changes are
projected to occur during this century as a result of reduced
sea ice, thawing permafrost. Less extensive sea ice creates
more open water, allowing stronger wave generation by
winds, thus increasing wave-induced erosion along arctic
shores. Therefore, the acceleration of erosion and thermo-
abrasion of the coast can be caused by both increase of the
air and water temperature and possible increasing of wind-
wave activity.
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Abstract

This paper presents a morphometric and spatial approach, the aim of which is to classify solifluction lobes in Sierra
Nevada in southern Iberian Peninsula, to understand the involved geomorphic processes, and to reconstruct their
evolution during the Late Holocene. Under the present climatic conditions, solifluction is inactive to weakly active
in this massif. According to our findings, water availability in the semiarid environment of Sierra Nevada is the main
factor controlling solifluidal dynamics. Only lobes near water channels and those influenced by water supply from
late-lying snow patches show displacements. By contrast, thermal and topographic monitoring of a solifluction lobe
in the Rio Seco Valley showed that, despite a seasonal frozen layer of 70 cm thickness, solifluction processes remain
inactive. However, sedimentological studies on solifluction lobes indicate that during the Late Holocene, periods of
increased solifluction processes (e.g., Little Ice Age) alternated with periods of geomorphic stability (e.g., Medieval
Warm Period). Present climate may not be cold and/or wet enough to trigger important solifluction processes from

2500 to 3000 m altitude.

Keywords: Late Holocene; seasonal frozen layer; Sierra Nevada; solifluction lobes.

Introduction

Solifluction has been defined as the slow mass wasting
associated with freeze—thaw action (Andersson 1906,
Ballantyne & Harris 1994). During the last decades, research
on present and past solifluction processes was undertaken
mostly in high-latitude (polar and subpolar regions) and
in mid-latitude mountain environments, where periglacial
processes affect settlements, infrastructures, and equipment
(Matsuoka 2001).

By contrast, solifluction features in the Mediterranean
region have attracted less attention from geomorphologists
and geophysicists due to the reduced extension of the
periglacial belt and lower demographic pressure at high
altitudes. However, studies on present solifluction dynamics
in Spanish mountains were carried out by Goémez Ortiz
et al. (2005) in Sierra Nevada, by Grimalt & Rodriguez
(1994) on the Balearic Islands, by Palacios et al. (2003) in
the Pefialara massif, and by Chueca & Julian (1995) in the
Central Pyrenees.

Since the beginning of the research on solifluction
phenomena, studies focused on morphometry and spatial
pattern of the lobes (Andersson 1906, Rapp 1960, Washburn
1979), but during the last years, research turned towards the
active layer, particularly on chronostratigraphy, processes,
sediment flux, and ground temperature monitoring (Harris
et al. 1997, Matsuoka 2001, Jaesche et al. 2003). In order
to understand the nature of mechanisms, processes, and
evolution of solifluction landforms, it is crucial to deal with
the causes of solifluction being active in some periods and

inactive in others (Gamper 1983, Veit 1988, Matthews et al.
2005).

The purpose of the present paper is to examine the
morphometry and palacoenvironmental changes of
solifluction lobes in two study areas on the northern and
southern slopes of Sierra Nevada.

Regional Setting

Sierra Nevada, the highest massif in the Iberian Peninsula
(Mulhacén, 3478 m), is located at latitude 37°N between
the subtropical high-pressure belt and the mid-latitude
westerlies. Mean annual temperature at 2500 m records
4.4°C, and annual precipitation reaches only 702 mm'yr
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Figure 1. Study area and Sierra Nevada in the Iberian Peninsula
(Google Earth).
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Figure 2. Mean daily air temperature at Veleta Peak, 3398 m (figure above), and ground temperatures of a solifluction lobe of the Rio Seco

cirque at 3001 m (figure below) from September 2006 to August 2007.

(1965-1992). 80% of the total precipitation falls between
October and April, mainly as snow.

As a consequence of global warming since the end of the
Little Ice Age (LIA), the southernmost glacier of Europe
located in the Veleta cirque disappeared (Schulte 2002).
However, local discontinuous permafrost and active rock
glacier dynamics are closely related to remnants of dead ice
located in the highest northern cirques of the massif (Gomez
Ortiz et al. 2001, Schulte et al. 2002, Gémez Ortiz et al.
2005).

The vegetation cover of the alpine belt in Sierra Nevada
is very low, but includes a large number of endemic species
(Molero Mesa & Pérez Raya 1987). This sparse vegetation
and the low resistance schist, the dominant bedrock in the
highest part of Sierra Nevada, enhance solifluction and
erosion processes, hence the headwaters of Rio Seco and
San Juan valleys show frequent solifluction lobes. In the Rio
Seco cirque (southern slope), they are located between 2930
and 3005 m a.s.l. and in the U-shaped valley of San Juan
(northern slope) between 2474 and 2911m. Vegetation cover
ranges from 1.6% in the Rio Seco cirque to 3.8% in the San
Juan valley.

Materials and Methods

More than two hundred solifluction lobes were
morphometrically analysed according to the nomenclature
of Hugenholtz and Lewkowicz (2002) and Matsuoka et al.
(2005), considering 8 variables: altitude, slope, orientation,
typology, vegetal cover, length, width, and front height.
Universal Temperature Loggers (UTL-1) were installed
to measure the ground temperatures continuously every
two hours at different depths (2, 10, 20, 50, and 100 cm).

Table 1. Mean stake displacements of monitored solifluction lobes
from August 2006 to August 2007.

Vallevs Heights Moving  Horizontal ~ Vertical
4 (ma.s.l) stakes (%)  (cm'yr) (cm'yr)

San Juan  2793-2911 47 61.8 0.31 0.41

Rio Seco  2935-3001 40 11.8 0.05 0.14

Sedimentological laboratory standard methods were carried
out on soil samples extracted from several lobes. Organic
carbon was determined with a CN Elemental Analyzer
and grain size was measured according to Scheffer &
Schachtschabel (2002).

Thermal and Dynamic Control
of Solifluction Lobes

From August 2005 to August 2007, displacements of 16
solifluction lobes at different heights were monitored by up
to 9 wooden stakes each (50 cm long x 3 cm wide), inserted
45 cm into the lobes. The measurements of the stakes at the
lobe fronts and sides may provide sensitive records of active
solifluction processes nowadays in Sierra Nevada.

In San Juan, 38.2% of 47 installed stakes did not show
any horizontal displacement, reaching 88% out of 40 in
the Rio Seco cirque. Furthermore, grass cover, intact root
network, soil formation (thin A horizons), and micro-scale
geomorphology (clearly defined, steep-sloping lobe fronts)
support the interpretation of the inactivity pattern of these
lobes.

The rest of the stakes indicate horizontal movement of less
than 0.5cm/yr (Table 1) indicating solifluction processes.
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Table 2. Different types and characteristics of solifluction lobes in Sierra Nevada.
N° of lobes Active Length (m) Width (m) Front height (m) Slope (°)
Type Characteristics (monitorized /
lobes) stable Range Mean Range Mean Range Mean Range Mean
Stone-banked lobe-1 Abundance of gravels/ 6
STL-1 rocks > 50% ) 1/0 3-10 5,1 2-5 34 0,6-1 0,39 9-19 13,0
Stone-banked lobe-2 ~ Abundance of gravels/ 34
STL2 rocks < 50% @) 1/1 2-8 5,4 2-8 45 03-09 052 716 103
. . Dominance of turf
Low solifluction lobe 1 i ntal height < 104 2/2 156 44 15 36 0207 047 715 98
LSL 4)
80 cm.
. . . Dominance of turf
High solifluction lobe (. i o ntal height > 32 /4 210 66 210 53 0812 09 618 115
HSL (%)
80 cm
Solifluction L lifluction 3
terrassettes OW SOTIuCHo 0/1 062 1,1 031 08 0203 024 618 100
terrasses 2)
ST
Stone-mantled lobes  Stone-dominance large 11
MSS lobe > § m length © 0/0 915 99 813 95 06-14 086 7-19 14,0
Turf-mantled lobes Turf dominance large 6
MST lobe > 8 m length Re 0/1 10-18 13,3 10-19 12,7 05-1,5 0,78  9-19 13,1
Block Lobe with a rock 4
STL (block) above ) 1/0 356 50 235 28 0509 067 610 80
Mudflow-affected
solifluction lobes ~ Lrogular-shaped lobes 2 0/1 1.6 55 510 75 02-07 067 89 85
with muddy matrix (1)

MSL

The higher vertical movement rates are due to freeze-thaw
uplift. However, the measured surface velocity of the Sierra
Nevada lobes is relative slow compared with rates recorded
in polar and subpolar regions (Matsuoka 2001).

According to our findings, water availability in the
semiarid environment of Sierra Nevada is the main factor
controlling solifluidal dynamics. Only lobes near water
channels and those influenced by water supply from late-
lying snow patches show displacements. Therefore, we
expect higher displacement rates during periods of moister
climate conditions.

Figure 2 shows mean daily air temperature of Veleta Peak
(3398 m a.s.l.) and ground temperature at 10, 20, 50, and
100 cm depth of an inactive solifluction lobe in the Rio Seco
cirque at 3001 m a.s.1. from September 2006 to August 2007.
The Universal Temperature Logger (UTL-1) at 2 cm depth
failed, and no data were obtained.

The formation of the 70 cm thick frozen layer started at
the end of November and persisted until the beginning of
June. Increased frost penetration was recorded during mid
December, the end of January, and the end of March.

Thisrelatively sensitive response of the ground temperature
at 10 and 20 cm depth results mainly from reduced snow cover
during the winter of 2006-2007. Nevertheless, the persistent
conservation of the seasonal frozen layer is due to quite cold
late-spring temperatures and a continuous snow cover until
the end of May. In contrast to the local permafrost detected
in the 3000 m high Veleta (Gémez Ortiz et al. 2005) and
Mulhacén cirques (Schulte et al. 2002), the observed pattern
of the ground temperature in Figure 2 does not indicate any
permafrost regime at the key site of the southern exposed
Rio Seco cirque (3001 m a.s.L.).

Morphometry of Solifluction Lobes

In the San Juan valley, 156 lobes were mapped, and 46
were mapped in the Rio Seco Valley. This difference in
numbers results from the different amount of water supply
and tectonically-influenced valley topography, which
explains why there are no solifluction lobes between 2550—
2750 m a.s.l. (Fig. 3).
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Figure 3. Relations between lobe morphometry, topography and vegetation cover in Sierra Nevada..

In general, awiderange of solifluction lobes can be observed
in Sierra Nevada. Types with principal morphometrical and
pedological characteristics are listed in Table 2 and can be
integrated into two main groups: peat-topped lobes and

uncovered stone and block-rich lobes.

There is no evidence that lobe size or other features
such as front height, slope gradient, orientation, etc. listed
in Figure 3, are related to present solifluction processes.
Neither external factors (altitude, slope, and orientation),
nor internal characteristics of solifluction lobes correlate

with active lobes.

Only vegetation cover may explain the stability or mobility
of solifluction lobes, with positive correlations with stable
lobes (r = 0.58). Although two well-vegetated LSL also
show small horizontal displacements, vegetation seems to
impede movement in peat lobes but not in block-rich lobes,
which tend to show higher displacement rates.

A correlation matrix for lobe morphometry, topography
and vegetation cover of solifluction lobes from Sierra Nevada

is given in Table 3.

Regarding the lobe morphology, the matrix shows a
positive correlation between length and width with slope (r
= 0.63; r = 0.54). The height of the riser also shows good
correlation with length (r = 0.74) and width (r = 0.71). The
surface area is mainly controlled by slope gradient (r = 0.63)

and vegetation cover (r = 0.46).

However, orientation does not seem to be an important
criterion explaining lobe morphology in Sierra Nevada
(r between -0.26 and 0.32). Vegetation cover is mostly
controlled by drainage and temperature, showing negative
correlations with slope (r = -0.70): the steeper solifluction
lobes are, the sparser vegetation cover they have.

Solifluidal Activity During the Late Holocene

Several soliftuction lobes in both study areas were examined
by macroscopic soil description and geochemical laboratory
standard analysis. Figure 4 shows the lithostratigraphy, water
content, grain size, and organic carbon content (OC) of a HSL
lobe in the Rio Seco cirque at 2945 m a.s.l.

Thestratigraphy of the lobe is defined by the alternation of coarse
grained stone-rich layers with peat and organic-rich (OC up to
30%). The aggradation of the lobe finished with the development
of an organic A horizon. The coarse-grained and sometimes
cryoturbated layers are interpreted as solifluidal deposits, whereas
the organic-rich horizons represent soil formation under stable
geomorphic conditions. Several solifluction lobes in Rio Seco
and San Juan valley show a similar lithostratigraphy.

Based on tentative correlations with a solifluction lobe,
radiocarbon-dated by Esteban (1994) from 1100 = 120 yr BP
(basal organic layer) to 170 + 120 yr BP (uppermost organic
horizon), we argue that our profile could cover the Late Holocene,
from the Medieval Warm Period at the bottom, to the 20" century
warming at the top.

The two solifluction layers could correlate with the two main
cooler climate pulses of the Little Ice Age reconstructed by
Schulte (2002) from 2'°Pb-dated glacier advances at the nearby
Veleta cirque. Historical climate research from documentary data
undertaken by Rodrigo et al. (1999) considers that the coldest
and wettest phase of the LIA occurred from 1590 to 1650.
Radiometric dating and further research is needed to support our
chronological model.

Conclusions

This paper presents a morphometric and spatial approach, the
aim of which is to classify solifluction lobes in Sierra Nevada in
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Table 3. Correlation matrix for lobe morphometry, topography, and vegetation cover of solifluction lobes from Sierra Nevada (p< 0.05).

Orientation Slope Vegetation cover  Length ~ Width  Front height  Surface area L/'W
Orientation
Slope 0.03
Vegetation cover 0.31 0.18
Length 0.05 0.63 0.49
Width 0.32 0.54 0.61 0.95
Front height -0.09 0.29 0.52 0.74 0.71
Surface area 0.29 0.63 0.46 0.96 0.95 0.62
L/'W -0.26 -0.22 -0.83 -0.59 -0.74 -0.49 -0.54
ID: RS3
Rio Seco cirque (Sierra Nevada, Spain)
37°02' 58" N /3°20' 38" W; 2.945 m a.s.l
Slope: 14° ; orientation: S Tentative chronostratigraphy
Sample ID  Profile H,0 Gravels Fine fraction (=
(%) (%) (%) (%) Edaphic | Solifluction
15 30 45 60 75 5 10 15 20 40 60 80 10 15 20 25 30 processes Phascs
0 . Il I L 1 L Il Il 2000
RS3.7 S.XX
s - 1.800
RS3.6 LIA
1.600 <
40 [
= RS335 2
S 47+ )D>
2 RS3.4 - 1.400
[5])
hel
61
g mssz
s 1.200
73
RS3.1 MWP - 1.000
100 1 T R ! T 1
15 30 45 60 75 5 10 15 20 40 60 80 10 15 20 25 30
Features Lithology Limits Fine fraction
Z » | Roots B @, Gravels Smooth =] Abrupt Sand
- — Insects )
= Pores 7| Cracks e Sand Gradual ~| Diffuse - Silt
& Fe/Mn nodules el Silt Clear - Clay

Figure 4. Lithostratigraphy and soil properties of a solifluction lobe of the Rio Seco cirque

southern Iberian Peninsula. Under the present climatic conditions,
solifluction is mostly inactive, and only some lobes present small
displacements. Thermal and topographic monitoring in the Rio
Seco Valley showed that, despite a seasonal frozen layer of 70
cm thickness, solifluction processes were inactive. However,
sedimentological studies on solifluction lobes indicate that during
the Holocene, periods of increased solifluction processes (e.g.,
Little Ice Age) alternated with periods of geomorphic stability
(e.g., Medieval Warm Period).

We assume that cooler periods in Sierra Nevada could
promote solifluction, whereas warmer periods induce soil
formation. Present climate may not be wet and/or cold enough
to trigger important solifluction processes from 2500 to 3000 m
altitude. Future radiocarbon dating will improve our solifluction
chronostratigraphy and provide data to precisely identify the
timing and environmental conditions of solifluction processes in
the alpine belt of Sierra Nevada.
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Abstract

Cryptoendolithic microorganisms are widespread in the Canadian High Arctic and show differences in microbial
community composition and pH conditions. Laboratory experiments measuring changes in pH and DIC of 15 strains
of phototrophic microorganisms (both cyanobacteria and algae) representative of species found in High Arctic
cryptoendolithic habitats show clear differences in their ability to generate high pH conditions and uptake HCO,
during photosynthesis. Surveys of cryptoendolithic habitats show that microorganisms capable of producing high pH
conditions are found within sandstone outcrops that experience rapid exfoliative weathering under water-saturated
conditions, suggesting that these microorganisms play a direct role in chemical erosion of the host rock. This is
possibly the only known chemical weathering mechanism directly related to photosynthesizing microorganisms in
terrestrial silicate rocks, and may have a profound impact on landscape evolution in polar desert environments such

as the Canadian High Arctic.

Keywords: biogenic weathering; carbon concentrating mechanism; cyanobacteria; pH shifting; silica dissolution.

Introduction

The abundance and diversity of microorganisms in the
subsurface reflect not only their ability to grow under a wide
range of natural conditions, but also their capacity to harvest
energy from light as well as organic and inorganic substrates.
The complexity of these microbial communities depends
upon the suitability of a given habitat for colonization, which
in many cases exhibit extremes in physical and/or chemical
conditions to effectively limit the number of species that
can exist within any given ecological niche. An example of
this natural selection is found in cryptoendolithic habitats,
where microbial colonization is restricted to those organisms
able to acquire the necessary resources for growth within
the physical confines of pore spaces of rocks. Communities

Figure 1. Example of cryptoendolithic microorganisms colonizing
a sandstone rock, Ellesmere Island, Canadian High Arctic. Note
limited vertical extent of biomass.

are normally found directly beneath the rock surface (Fig.
1) that consist of primary producers such as algae and/
or cyanobacteria as well as consumers and decomposers,
including fungi and heterotrophic bacteria (Friedmann et al.
1980, Friedmann et al. 1981, Friedmann 1982, Friedmann &
Ocampo-Friedmann 1984, Hirsch et al. 1988, De La Torre et
al. 2003, Selbmann et al. 2005, Omelon et al. 2007). They
are found in both hot and cold deserts around the world
(Friedmann et al. 1987, Bell 1993, Cockell et al. 2003,
Bungartz et al. 2004, Omelon et al. 2006) and local areas
in temperate regions where climatic extremes limit epilithic
colonization (Bell etal. 1986, Ferris & Lowson 1997, Gerrath
et al. 2000, Casamatta et al. 2002, Sigler et al. 2003).

Location and site characteristics

Cryptoendolithic colonization of sandstone outcrops
are found around Eureka, Ellesmere Island, Nunavut in
the Canadian High Arctic (80°00'N, 85°55'W). Microbial
communities show marked differences in composition
and diversity despite similarities in microclimate, pore
space availability, and host rock mineralogy (Omelon et
al. 2006). More recently, Omelon et al. (2007) showed that
cyanobacteria-dominated communities exist under higher
pH conditions in contrast to communities dominated by fungi
and algae that are characterized by lower pH conditions,
suggesting that the activity of the dominant microorganism(s)
controls the pH of the surrounding environment.

It is believed that differences in pH within these
cryptoendolithic habitats control weathering rates of the

1327
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Figure 2. Exfoliative weathering of sandstone rock, with the
detachment boundary occurring along the horizon of microbial
colonization.

host rock (Omelon et al. 2007). Outcrops dominated by the
cyanobacterial species Leptolyngbya sp. and Gloeocapsa
sp. exhibit exfoliated rock weathering through flaking off
of surface material, with the origin of detachment occurring
along the colonized boundary (Fig. 2). This is in contrast to
uncolonized sandstones and those dominated by algae and
fungi, which do not exhibit these weathering patterns. This
study attempts to relate these observations to cryptoendolithic
microbial community structure by examining how microbial
activity influences pH, and therefore how cyanobacteria and
algae are involved in biogenic weathering of silicate rocks in
this polar desert environment.

Biogenic weathering: background

The traditional view of biogenic weathering of
sedimentary rocks links the solubilization of cementing
minerals to the production of inorganic and organic acids
by cryptoendolithic lichens (Friedmann 1982, Hirsch et
al. 1995, Wierzchos & Ascaso 1996, Ascaso et al. 1998,
Burford et al. 2003, Gaylarde & Gaylarde 2004). Decreasing
pore water pH accelerates dissolution of primary silicates
and increases solubility (Knauss & Wolery 1986, Knauss &
Wolery 1988), while organic acids complex aluminum, and in
some cases silica (Bennett & Siegel 1987, Bennett & Casey
1994, Stillings et al. 1996). The net result is the removal of
both framework silicates and cements, with the mobilization
of nutrients that benefit the microbial community (Bennett
etal. 2001).

Bioalkalization

In contrast, cyanobacteria are not known to produce
organic acids or acid pore water environments but rather may
contribute to silicate dissolution via bioalkalization (Budel
et al. 2004), whereby high pH conditions are generated in
pore waters during cyanobacterial photosynthesis. As with
acidic environments, high pH conditions also increase both
quartz and feldspar solubility and dissolution kinetics (Brady

& Walther 1989, Bennett 1991), resulting in accelerated
mineral dissolution that leads to enhanced cycling of
elements and nutrients within cryptoendolithic habitats
(Johnston & Vestal 1989, Johnston & Vestal 1993, Ferris &
Lowson 1997, Blum et al. 2002), and influences residence
times of these microbial communities (Omelon et al. 2007).

Cyanobacteria have adapted to changes in temperatures
and atmospheric CO, and O, levels over the past 2.5 billion
years (Giordano et al. 2005), which enables them to survive
under a wide range of environmental conditions (Badger
et al. 2006). Most notable is the evolution of a carbon
concentrating mechanism (CCM) to maintain high rates of
CO, fixation for photosynthesis under conditions of low
dissolved CO, concentrations (<15 pM) normally found in
aquatic habitats (Kaplan & Reinhold 1999, Price et al. 2002,
Badger & Price 2003).

The CCM consists of active transport systems to
accumulate dissolved inorganic carbon (DIC) within the
cell. Specifically, the CCM involves distinct modes of DIC
uptake as either HCO, or CO, by transporters (Omata et al.
1999, Shibata et al. 2001, Price et al. 2002, Price et al. 2004),
to accumulate HCO," within the cell for carbon fixation. A
consequence of activation of HCO, transporters for carbon
fixation is the production of excess OH- that is expelled
from the cell, resulting in a high pH in the surrounding
environment as shown in the equation:

HCO; +H,0 — (CH,0) + O, + OH- (1)

In the case of silica-rich cryptoendolithic habitats, this
mechanism can lead to accelerated weathering of the lithic
substrate (Chou & Wollast 1985, Knauss & Wolery 1986,
Knauss & Wolery 1988, Brady & Walther 1989, Budel
et al. 2004). Observations of pH values >9 in cultures of
cyanobacteria from High Arctic cryptoendolithic habitats
suggest that these microorganisms use HCO," transporters
and are therefore capable of bioalkalization.

Materials and Methods

Cyanobacterial and algal species

Experiments were conducted on a total of 15 species
of phototrophic microorganisms; these include 2 species
cultured from field samples as well as cultures obtained
from the Culture Collection of Algae at the University of
Texas at Austin (Table 1) that correspond to the same genus’
as those found in the High Arctic cryptoendolithic habitats
as described by Omelon et al. (2007). Despite the fact that
many algae and cyanobacteria are cosmopolitan in nature,
an attempt was made to select cultures from similar habitats
(i.e., cold and/or desert conditions) as these species may have
adapted their mode of DIC uptake to specific climate and/
or microenvironmental conditions. Species were cultured
in designated liquid media, aerated with normal air and
continuously illuminated at ~60 pmol-m=-s"' at 20°C.
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Table 1. Phototrophic microorganisms (cyanobacteria and algae)
used for pH drift and DIC experiments. Field samples in bold.

Taxa Origin
Cyanobacteria
Leptolyngbya sp. Ellesmere Island, Canada

Gloeocapsa sp.
Synechococcus sp.
Aphanothece sp.
Leptolyngbya sp.
Eukaryotic Algae
Cladophorella sp.
Stichococcus sp.
Chlorella antarctica
Chlorosarcinopsis
negevensis
Bracteacoccus minor
var. desertorum
Chlorococcum
aegyptiacum

Botrydiopsis alpina
Cladophora kosterae
Tetracystis sp.
Chroococcus turgidus

N/A

Atacama Desert, Chile

Great Salt Plains, Oklahoma, USA
Great Salt Plains, Oklahoma, USA

Ellesmere Island, Canada
Battleship Promontory, Antarctica
Antarctica

Negev Desert, Israel

Negev Desert, Israel
El Tahir, Egypt

Unterengadin, Switzerland
Jarden des Plantes, Paris, France
Ganzu, Wuwei City, China
Bloomington Indiana, USA

pH drift experiments

Experimental liquid medium contained 0.25 mmol CaCl,,
0.15 mmol MgSO,, 1 mmol NaCl, 50 umol KCl, and 1 mmol
NaHCO,. Cells were harvested and washed three times in ex-
perimental medium by centrifugation at 1000 g for 5 minutes
to remove culture media, resuspended in 30 ml of experimen-
tal medium in 50 ml Erlynmeyer flasks double-sealed with
Parafilm, and incubated at 20°C under saturated photosynthe-
sis light levels (~100 pmol-m?s') and constant stirring. The
pH of the medium was measured periodically, concurrent with
the removal of 1 ml subsamples for DIC measurements that
were analyzed using a Dohrmann DC-180 carbon analyzer.
Experiments were monitored until pH values stabilized, which
corresponded to only small changes in DIC concentrations.

Results and Discussion

pH drift

In all cases, the pH of the solution increased from initial
pH values (~7-8) as a result of microbial uptake of CO, or
HCO; for photosynthesis until the pH compensation point
(pH,) was reached, normally within 24 hours of initiation of
experiments (Fig. 3). The highest pH_ value recorded was
10.89 by the coccoid cyanobacteria Gloeocapsa sp., followed
by a pH_ of 10.80 by the filamentous alga Chladophera
kosterae; similarly high pH_ values were associated with
High Arctic cryptoendolithic filamentous cyanobacterial and
algal species Leptolyngbya sp. (10.34) and Cladopherella sp.
(10.02). Six species produced pH_ values ranging between
9-10 (two cyanobacteria, four algae), with the remaining
five species (one cyanobacteria, four algae) reaching pH_
values <9 that rose only slightly from initial pH values.
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Figure 3. pH compensation points for 15 phototrophic
microorganisms. Cultures were incubated at 100 pmol-m?s™ and
20°C; pH was monitored until values stabilized.

DIC measurements

Aswith pH, uptake of HCO, or CO, led to decreases in DIC
concentrations in all samples (Fig. 4), with the same species
that generated high pH_ values removing the largest amount
of available DIC. Uptake by Gloeocapsa sp. was the most
dramatic, with the removal of 98.9% of DIC, followed by
Cladophera kosterae (80.2%), the High Arctic Leptolyngbya
sp. (66.0%), and the High Arctic Cladopherella sp. (60.1%).
The remaining species removed less that 50% of available
DIC from the experimental solution.

A pH_>9 is the suggested lower limit for activation of a
CCM (Kevekordes et al. 2006), however a more definitive
value may be a pH of 10, as the concentration of CO,(aq)
at this level is <0.06% of total DIC (Banares-Espana et al.
2006) and suggests the use of HCO, transporters over CO,
transporters.

Based on these guidelines, all species in the current study
are able to activate a CCM and therefore utilize HCO," during
photosynthesis. Gloeocapsa sp., Cladophera kosterae,
Leptolyngbya sp. and Cladopherella sp. were the most
efficient at removing HCO, from solution with concurrent
generation of high pH conditions; in all cases, changes in
pH and DIC concentrations occurred within 24 hours. In
contrast, the remaining species showed initial increases
in pH corresponding to uptake of CO, followed by slow
changes in pH and lower final pH_ values, suggesting these
microorganisms are less efficient in their ability to uptake
HCO,

3
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Figure 4. DIC concentrations remaining for 15 phototrophic
microorganisms. Cultures were incubated at 100 pmol-m?s
and 20°C; DIC was measured until no further changes occurred.

Numbers above columns represent % DIC remaining.

A comparison of these results to the microbial survey
of cryptoendolithic communities around Eureka, Nunavut
(Omelonetal. 2007) shows that the dominant microorganisms
found at sites with high rates of weathering through
exfoliation of the overlying rock surface (Leptolyngbya sp.
and Gloeocapsa sp., and to a lesser extent Cladophorella sp.)
are the same microorganisms capable of producing high pH
conditions in laboratory experiments. In contrast, sites with
the lowest measured pH values in the field were populated
by microorganisms that produced pH_ values <10 (Chlorella
antarctica, Bracteacoccus minor var. desertorum) as well
as limited removal of DIC in the current study, suggesting
that these microorganisms do not readily uptake HCO,™ for
photosynthesis through a CCM. Although the majority of
microorganisms used in this study were not cultured directly
from cryptoendolithic habitats in the Canadian High Arctic,
many of these microorganisms are widely distributed in
nature and likely possess similar physiological traits, such
as the presence or absence of a CCM. It is interesting to
note, however, differences in pH_ and DIC uptake between
the two Leptolyngbya spp., suggesting that microorganisms
may evolve to adapt to conditions within their specific
environment.

Silicate weathering in the cryptoendolithic environment
Although high pH conditions can be generated in aquatic

habitats where cyanobacteria and algae consume all available
CO,(ag) and must therefore use HCO, for photosynthesis,
there is little knowledge or understanding of the impact of
high pH-generated conditions in terrestrial habitats. The
data presented here provides information that, when coupled
with an understanding of microenvironmental conditions
within cryptoendolithic habitats, can explain observations of
exfoliative weathering of rocks colonized by microorganisms
generating high pH conditions. Previous work by Omelon et
al. (2006) showed that High Arctic cryptoendolithic habitats
experience warmer temperatures and wetter conditions than
the exposed outcrop surface. Temperatures can reach up to
30°C within the cryptoendolithic habitat and were found
to exceed 10°C and 20°C for substantial periods of time
(753 and 93 h-yr', respectively) during summer months,
which is likely correlated to substantial net growth in these
environments (Omelon et al. 2006). Furthermore, evidence
of water infiltration into the subsurface resulting from rainfall
or snowmelt and subsequent retention of this moisture in
pore spaces leads to increased rates of photosynthesis due
to increased light penetration and continuous irridation.
The combination of these microenvironmental conditions
generates elevated pH within pore waters, whereby rates
of OH- production by cyanobacteria and algae with an
effective CCM exceeds rates of diffusion of CO,(g) into
the water-saturated microenvironment. These high pH
conditions greatly enhance silicate and quartz dissolution
rates—for example, at pH 9.8, the solubility of quartz
doubles, and at pH 10.8 it is almost five times the solubility
at pH 7—resulting in the solubilization of the rock matrix
near these photosynthesizing organisms. In contrast, sites
dominated by microorganisms that do not produce high pH
conditions experience increased rates of photosynthesis but
with apparently negligible production of OH".

The sporadic nature of this rock exfoliation highlights
the fact that generation of high pH conditions within these
habitats requires the presence of liquid water that effectively
limits CO, diffusion from the atmosphere, thereby requiring
activation of microbial CCMs. Given the low number of
precipitation events that occur in this region of the Canadian
High Arctic, rapid solubilization of intergranular silica-rich
cements is restricted to those periods of moisture infiltration
into the subsurface. In contrast, during periods of arid
conditions, all photosynthesizing microorganisms uptake
atmospheric CO,, resulting in little change in pH in the
cryptoendolithic environment.

Direct evidence for silica dissolution through
bioalkalization has been found in preliminary ESEM
observations of etch pits on quartz grain surfaces overlain
by cyanobacterial communities. Further documentation of
such features will provide additional evidence for chemical
weathering of silica-rich intergranular cements through the
generation of high pH conditions by these microorganisms,
and will be of interest to studies focusing on mechanisms
that lead to the creation of terrestrial biosignatures.
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Conclusions

The global ubiquity of cyanobacteria and algae in
cryptoendolithic habitats and the generation of high pH
conditions by those microorganisms with efficient CCMs
suggests that bioalkalization could play a fundamental role
in the chemical weathering of silica minerals (Schwartzman
& Volk 1989). In addition, this pH shift has important
implications for porosity development, release of essential
nutrients, and mobilization of metals under high pH
conditions. Understanding the biogeochemical dynamics
of cryptoendolithic microorganisms is an important step
towards a broader understanding of how phototrophic
microorganisms control silica dissolution in terrestrial
landscapes.
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Thermal State of Permafrost in Alaska
During the Fourth Quarter of the Twentieth Century
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Abstract

Permafrost temperatures in Alaska increased during the fourth quarter of the twentieth century at sites north of the Brooks
Range from the Chukchi Sea to Canada, south along a transect from Prudhoe Bay to Gulkana, and at other sites. Tentative
results are presented concerning the characteristics of the warming. Meteorological records, permafrost temperature
measurements, thermokarst studies, and modeling efforts suggest the warming occurred statewide. Its magnitude along
the transect was 3 to 4°C for the Arctic Coastal Plain, 1 to 2°C for the Brooks Range, and 0.3 to 1°C south of the Yukon
River. The warming was seasonal, primarily in winter. Active layer thicknesses on the Arctic Coastal Plain did not
increase. Thawing at the permafrost surface and base is occurring and new thermokarst terrain has developed. Probable
causes of the warming and thawing include changes in air temperatures, snow cover effects, and combinations of these.

Keywords: borehole temperatures; climate warming; permafrost; thermokarst

Introduction

Airtemperatures in Alaska warmed from the late 1800s until
near the end of the second quarter of the twentieth century
(Hansen & Lebedev 1987). There was a cooling during the
third quarter and, in the permafrost regions of Alaska, a step-
like increase in air temperatures during the fourth quarter
(1976/1977, Hartmann and Wendler 2003). This warming
peaked in the early 1980s and was followed by decreased air
temperatures into the mid-1980s. Temperature trends from
the late 1970s to the end of the 20" century were sometimes
warmer although many sites had little or no warming or a
cooling. From the cooler mid-1980s to the end of the century,
most sites showed a warming trend. The first 6 years of the
21 century have been consistently warm, typically about the
same as the period around 1980. Snow covers were generally
thick during the third quarter and relatively thin during the
early 1980s. Snow cover thicknesses during the 1990s were
typically much greater than during the 1980s. The recent
warming may be the continuation of the long term warming
or a new unrelated warming event.

The thermal state of Alaskan permafrost has responded
to these climatic changes and perhaps to other factors. It
appears there were two permafrost warming events; a long-
term warming that was initiated in the early 1900s and a
recent warming (since 1976/1977).

Past international conferences on permafrost have
examined climate-permafrost interactions and have
documented permafrost warming in Alaska. This paper
reiterates, updates, and extends reviews of the thermal state
of permafrost in Alaska by the U.S. Geological Survey and
University of Alaska (Lachenbruch et al. 1982, Lachenbruch
& Marshall 1986, Osterkamp et al. 1984, 1987, Lachenbruch
et al. 1988, Clow et.al 1991, Lachenbruch 1994, Osterkamp
& Romanovsky 1999, Romanovsky et al. 2003, Osterkamp
1983, 2003a, b, 2005, & 2007a, b). The data used herein are
from the U.S. Geological Survey studies (Lachenbruch &
Marshall 1986, Clow & Urban 2002) and the University of
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Figure 1. Location of the Alaskan transect and other sites. USGS
sites are primarily in northwest Alaska.

Alaska studies (Fig.1). (See Osterkamp (2003b) for methods
and site information.) The paper is primarily concerned
with the characteristics, impacts, and causes of permafrost
warming during the last quarter of the twentieth century and
attempts to provide at least tentative answers to questions
regarding this warming. The effort is hampered by the
lack of data even in the northwest and along a north-south
transect of Alaska where most of the data are concentrated.
This makes it difficult to arrive at definitive conclusions
about the thermal state of the permafrost. However a better
understanding of permafrost conditions is emerging from
efforts that combine modeling, weather data, and thermokarst
studies with temperature measurements.
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Review and Discussion

Effects of climate on permafrost

The effects of climate (here the averaged weather, primarily
air temperature and precipitation) on permafrost are difficult
to determine because of sparse data and a multitude of
non-climatic factors that can influence the thermal state of
permafrost. These factors include terrain (topography, slope,
aspect, geomorphology), hydrology (surface drainage, site
wetness, proximity of nearby water bodies, presence of
underground water), vegetation (succession, insulation,
insolation, snow interception), geology (type of soil and rock,
tectonic setting and geothermal heat flow), and disturbances
(human, animal, fire, and flooding events) (Osterkamp
& Jorgenson, in press). The factors operate at different
time scales (days to millennia) and spatial scales (local to
continental). The effects of changes in some of them (e.g.,
geomorphology, vegetation (succession), disturbances) have
the potential for being mistaken for changes in climate as do
other related factors (e.g., rapid sedimentation at the ground
surface, three dimensional heat flow, and vertical variations
in thermal conductivity).

The permafrost surface is separated from effects of air
temperatures and other climatic factors by vegetation, snow
cover in winter, and an active layer that freezes and thaws
annually. Heat and mass transport processes, including
coupled and advective processes, and phase change in
these materials influence the surface temperature of the
permafrost (Outcalt et al. 1975, Goodrich 1982, Smith &
Riseborough 1983, Lachenbruch 1994, Zhang et al. 1996,
1997). There are also intricate thermal feedback effects such
as the effects of air temperature and moisture on vegetation,
the ensuing effects of vegetation and wind on snow cover,
and the effects of the resulting snow cover on permafrost
surface temperatures. Consequently, the relationships
between climate and permafrost surface temperature are
exceedingly complex. Even the case of air temperature is not
straightforward. Warming of annual mean air temperatures
can be a result of a general change in all seasons or seasonal
changes such as warmer or longer summers (defined here
as the period when the ground is snow free) or warmer or
shorter winters (when snow is on the ground). Since winters
are longer than summers in permafrost areas, cooler summer
temperatures can be offset by warmer winter temperatures
resulting in a net warming.

The net result of a snow cover is that it increases mean
annual ground surface temperatures. The magnitude of the
warming depends on the timing and duration of the snow
cover, its accumulation (thickness) and melting history, and
the effects of macrostructure (wind slab, depth hoar) on its
properties (Goodrich 1982, Goodwin et al. 1983, Zhang et
al. 1996, Zhang 2005). Interactions of wind, microrelief, and
vegetation with the snow cover also influence the surface
temperature of permafrost (Zhang et al. 1997).

The above considerations suggest that, when permafrost
warms, the warming cannot be automatically attributed to
increasing air temperatures and/or the effects of changes
in snow cover thickness. Nevertheless, modeling studies

confirm the primary role of air temperatures and the effects
of changes in snow cover on the surface temperature of
permafrost (Outcalt 1975, Goodrich 1982). Applications
of models to field conditions show that, using measured
daily air temperatures and snow cover thicknesses as input
data to drive calibrated site specific conductive numerical
models that include phase change and use realistic thermal
parameters taking into account site conditions (wetness and
others), typically produces remarkable agreement between
calculated and measured active layer and permafrost
temperatures (Zhang et al. 1997, Osterkamp & Romanovsky
1997, Osterkamp and Romanovsky, 1999; Romanovsky
and Osterkamp 2000). While mass transport, advective,
and coupled processes are known to occur in the snow
cover, vegetative mat, and active layer, they appear to be of
secondary importance in influencing long-term permafrost
surface temperatures except in certain settings. The reasons
for this are not known but may include cancellation of
effects, shortness of their duration, and others.

Characteristics of the warming

For the long-term event, temperature profiles in deep bore-
holes generally indicate an increase at the permafrost surface
of 2 to 4°C in northwest Alaska. Warming did not begin syn-
chronously at all sites, not all sites showed a warming, and
the results were not readily contourable (Lachenbruch &
Marshall 1986, Lachenbruch et al. 1988, Clow et al. 1991).

For the recent warming during the last quarter of the
twentieth century, observations show that permafrost in
warmed north of the Brooks Range from the Chukchi Sea
Coast to the Alaska-Canada border, south along a transect
from Prudhoe Bay to Gulkana and up to 300 km from the
transect (Fig. 1, Clow & Urban 2002, Osterkamp 2003a, 2005,
2007a, Osterkamp & Jorgenson2005). Borehole temperatures
at Prudhoe Bay (Fig. 2), thermokarst observations, basal
thawing measurements, and modeling investigations
elsewhere suggest that permafrost temperatures increased
statewide coincident with the increase in air temperatures
that began in 1976/1977 in Alaska (Osterkamp 2007a). The
initial permafrost warming peaked in the early 1980s and
then cooled into the mid-1980s. Arctic sites began warming
again about 1986 and Interior sites about 1988 (Fig. 2). The
timing of this warming was somewhat later in the western
Arctic (Chukchi Sea to the Colville River), not long before
1989 (Clow, personal communication, 2006). Warming
generally continued through the 1990s although some sites
leveled off or cooled near the end of the century while some
continued to warm. The magnitude of the total warming
at the permafrost surface through 2003 falls into three
latitudinal groups; an average of 3°C for the western Arctic
and a range of 3 to 4°C for the Arctic Coastal Plain near
Prudhoe Bay, 1 to 2°C along the transect through the Brooks
Range including its northern and southern foothills, and 0.3
to 1°C south of the Yukon River (Osterkamp 2005). On the
Arctic Coastal Plain, the magnitude of the recent warming is
comparable to that of the long term warming but it occurred
over a much shorter time period.
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Figure 2. Temperatures (20 m depth) for selected sites.

Measurements show that permafrost warmed north of
Kotzebue, near Cantwell, and at Eagle River; sites that are
300 km or more from the transect (Osterkamp 2007a). These
observations from widely separated areas coupled with
weather data and other observations suggest that the scenario
developed above for northern Alaska and the transect may
also hold, with some differences in timing and magnitude,
in other permafrost areas in the state (Osterkamp 2007a).
However, some sites cooled over the same period and a site
near Eagle had not warmed by 1994 indicating that there
may be other areas that are exceptions to the warming.

The regime shift that occurred in 1976/1977 was seasonal,
characterized by increased air temperatures for mid to late
winter months (Hartmann & Wendler 2003). There was little
change in summer and early winter air temperatures (Fig.
3). This seasonality also occurred in permafrost surface

—nm— Gulkana
—e— Fairbanks
—A— Bettles
—v— Barrow

| M,

4 \:V

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month

Temperature Difference (°C)
N

Figure 3. Increases in mean monthly air temperatures for the period
after (1977-1996) compared to before (1957-1976) the recent
warming.
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Figure 4. Time series of maximum active layer thicknesses for
two sites on the Arctic Coastal Plain.

temperatures at the Deadhorse and Franklin Bluffs sites.
Again, the general nature of the warming (Fig. 3) suggests
a similar statewide seasonality for the permafrost warming
with possible exceptions (Osterkamp 2005).

While the permafrost warmed 3 to 4°C, maximum active
layer thicknesses at nearby sites on the Arctic Coastal Plain
did not show increasing trends from 1987 to 2002 (Fig. 4,
Osterkamp 2005). This is a direct result of the observed
seasonality in air temperatures. Since the warming occurred
primarily in winter, active layer thicknesses would not be
expected to be significantly influenced by the warming and
cannot beused as an indicator of the warming. The widespread
seasonality of the air temperature increases (Fig. 3) suggests
that statewide active layer thicknesses may not have been
generally influenced significantly by the warming.

Natural thawing of the permafrost from the top downward
has been observed to occur in a tundra and a forest site at a
rate of about 0.1 m/yr in response to the permafrost warming
(Osterkamp 2005). Basal thawing is occurring at four sites
with shallow (<40 m thickness) discontinuous permafrost.
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Figure 5. Thawing at the base of the permafrost at Gulkana.

Sites with thicker permafrost (>60 m) are generally warming
at depth. At Gulkana, thawing at the base of the permafrost
began about 1992 and proceeded at a mean rate of ~ 0.04
m/yr until 2000 when it accelerated to ~ 0.09 m/yr (Fig. 5,
Osterkamp 2005). These basal thawing rates are much greater
than predicted theoretically. If basal thawing at Gulkana was
the result of a step change in permafrost surface temperature,
the change would have occurred in 1976 coincident with
the statewide warming of air temperatures. Thawing at the
boundaries of unfrozen ground with permafrost (taliks in
the continuous permafrost and isolated permafrost masses
elsewhere) as a result of permafrost warming is predicted
(Osterkamp 2003, 2005) but has not been investigated.

Thermokarst terrain was absent at a site near Healy, when
the site was established (1985) but now exists in several places
throughout the area (Fig. 6). Maximum thaw settlement was
about 1.1 m in a pit at the borehole pipe and up to about 1'4
m in the surrounding area (Osterkamp et al., submitted). New
thermokarst terrain, formed by thawing ice-rich permafrost,
has been observed, not only in Interior Alaska, but also in
Northern Alaska where old ice wedges have been thawing
since 1989 (Osterkamp et al. 2000, Jorgenson et al. 2001,
Jorgenson et al. 2006).

Causes

For the recent warming, the data reviewed above suggest
that permafrost generally warmed statewide coincident with
increasing air temperatures in 1976/1977. There was not a
pattern of corresponding changes in snow cover at this time
suggesting this initial warming may have been primarily a
result of increased air temperatures. Increasing permafrost
temperatures in the late 1980s and into the 1990s may have
been in response to a series of winters with thick snow
covers (Osterkamp & Romanovsky 1999). This appears
to be the case for Healy (Osterkamp 2007b) and Gulkana
(Fig. 7) and, at least partially, for other sites. At some sites,
air temperatures increased less than permafrost surface
temperatures implicating snow cover effects in the observed
warming. At Barrow, modeling results have shown that snow
cover effects were involved in the century-long warming and

Figure 6. Photos showing thermokarst and changes in surface
mophology over two decades at the Healy site.

the recent warming (Zhang & Osterkamp 1993). Stieglitz et
al. (2003) have shown that about half the recent warming
there was due to air temperature changes and half due to
snow cover effects.

Since new thermokarst was observed at Healy coincident
with warming permafrost, it appears that permafrost thawing
and development of thermokarst terrain was also a result of
snow cover effects there (Osterkamp et al. submitted).

Summary

This paper uses borehole temperature measurements, basal
thawing measurements, thermokarst observations, modeling
results, and weather data in an attempt to reconstruct the
thermal state of permafrost in Alaska during the last quarter
of the twentieth century. This effort is hindered by the
sparsity of long-term permafrost temperature data and the
lack of interpretive studies which make the conclusions
tentative.

During the last quarter of the twentieth century, permafrost
warmed north of the Brooks Range from the Chukchi Sea
to the Alaska-Canada border, south along a transect from
Prudhoe Bay to Gulkana and up to 300 km from the transect.
Sporadic measurements also show that permafrost warmed
at other widely separated sites including north of Kotzebue,
near Cantwell, and at Eagle River. It appears likely that
permafrost temperatures increased statewide coincident
with the statewide increase in air temperatures that began in
1976/1977. Some sites did not warm indicating there may be
other sites that are exceptions to the warming.

The initial permafrost warming peaked in the early 1980s
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Figure 7. There was a trend of increasing permafrost temperatures
at the Gulkana site (1989-1997) while air temperatures decreased
and snow covers were thicker than the long term average.

and then cooled into the mid-1980s. Arctic sites began
warming again about 1986 (Western Arctic prior to 1989)
and Interior sites about 1988. Warming generally continued
through the 1990s although some sites leveled off or cooled
near the end of the century while some continued to warm.

The magnitude of the total warming at the permafrost
surface was up to 4°C for the Arctic Coastal Plain, 1 to 2°C
along the transect through the Brooks Range including its
northern and southern foothills, and 0.3 to 1°C south of the
Yukon River.

Increased air temperatures in the two decades after
1976/1977 were seasonal, a result of warmer winter
temperatures with little change in summer conditions. This
seasonality also occurred in permafrost surface temperatures
at the Deadhorse and Franklin Bluffs sites. It is suggested
that this was likely the case for other areas of the state. While
permafrost temperatures increased by 3 to 4 °C, maximum
active layer thicknesses did not show an increasing trend.

Thawing at the permafrost table and base has been
observed in shallow permafrost and new thermokarst terrain
has been observed.

Warming of the permafrost in the Arctic Coastal Plain in
the late 1970s was probably caused primarily by increased
air temperatures and, in Interior Alaska during the late 1980s
and into the 1990s, primarily by increased snow cover
thicknesses. At a few sites in Interior Alaska and for certain
time periods, the permafrost warmed entirely because
of snow cover effects. Generally, both air temperatures
and snow cover effects appear to have contributed to the
permafrost warming.

A thorough study of the effects of past snow conditions is
needed. However, due to the complex and non-linear nature
of snow cover effects, calibrated site-specific numerical

models are required to quantify the relative contributions of
snow and air temperatures to warming and thawing of the
permafrost.
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Field Trials of Surface Insulation Materials for Permafrost Preservation
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Abstract

Two test sites were initiated to examine the use of several insulating-type materials for potential use as thermal mitigation
strategies on the Mackenzie Gas Project. The Woodenhouse test site, located northeast of Slave Lake, Alberta, was
constructed in March 2005. The Norman Wells, Northwest Territories, test site was constructed in March 2006. At both
sites, flax straw bales and white reflective surfaces were being tested. A test cell of shredded wood was also tested at
the Woodenhouse test site. Each test cell was approximately 20 m by 20 m in plan area. A control cell was also present.
Temperatures were measured at the ground surface and at selected depths to 10 m. All temperatures were recorded
on dataloggers. The performance of the test materials was examined from several perspectives including thermal
performance, degradation/deterioration, and imported weed growth. Compared to the control cell, straw bales provided
the best thermal protection, followed by shredded wood. The reflective surface was marginally better than the control.

Keywords: monitoring; pipeline; surface insulation; thermal mitigation.

Introduction

The Mackenzie Gas Project (MGP) is intended to
transport natural gas from the Mackenzie Delta area in
northern Canada through the Northwest Territories to
connect with distribution pipelines in northern Alberta.
The proposed pipeline will have an initial capacity of
about 0.8 billion cubic feet per day (bcfd), with a fully
expanded capacity of nearly 1.8 bcfd. Along the route, the
pipeline will traverse approximately 200 km of continuous
permafrostand about 1000 km of discontinuous permafrost.
The pipeline will be designed as a fully buried system.

Right-of-way clearing and pipeline construction will
alter the geothermal character of the permafrost within
the right-of-way, which if not mitigated, will inevitably
result in permafrost warming, deepening of the active
layer and other effects. For sloping terrain along the
route, these geothermal changes could result in instability
of the slopes, if not mitigated. There are approximately
160 identified slopes along the route that may require
mitigation to ensure long-term stability.

Slope stability issues along pipeline routes underlain
by permafrost have been addressed in the past. Perhaps
the most important case history for mitigation of the
effects of thawing permafrost on slope stability was
the Norman Wells oil pipeline, owned and operated by
Enbridge Pipelines (NW) Inc. This pipeline is fully buried
in discontinuous permafrost along its 868 km route that
somewhat parallels the proposed Mackenzie gas pipeline
between Norman Wells and Alberta. To address the
thawing of permafrost on slopes and related instability
that could result, a layer of wood chips was installed on
approximately 33% of Norman Wells pipeline slopes. The
design and performance of the wood chip-covered slopes
was documented by Hanna and McRoberts (1988), Hanna
et al. (1994) and Oswell et al. (1998).

Given the design, construction and operational differ-
ences between the Mackenzie gas project and the Norman
Wells pipeline project (for example, right-of-way width,
pipeline operating temperatures, diameters, ground tem-
peratures), the MGP decided to conduct field tests to as-
sess the thermal properties of several surface insulation
materials that may be useful in mitigating permafrost deg-
radation.

Surface Insulation Field Trials

Test materials

The field trials tested the following three different
materials:

* Shredded wood

* Straw bales

* Reflective surface (geotextile)

The shredded wood material consists of well-graded wood
fibers ranging in lengths from about 200 mm to about 50
mm. This material differs from the wood chips used on the
Norman Wells pipeline, which were typically flat wood
particles being circular to elongated and up to about 25 mm
to 40 mm in diameter.

The straw bales were standard rectangular flax straw bales
sized at about 0.4 m high, 0.51 m wide and 1.1 m long, and
weighing about 30 kg. Flax was selected because it was very
slow to decompose and it was of low palatability to animals
such as moose and caribou.

The reflective surface material consisted of a white
geotextitle, intended to reflect the summer solar radiation
from the ground surface while allowing the cold winter
temperatures to penetrate the ground. Reflective materials
have been used to reduce snow and ice ablation (Poplin et
al. 1991).
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Figure 1. Layout of test cells (not to scale) and associated instrumentation.

Test site and set-up

Two test sites were established; the first site was in northern
Alberta, near the community of Slave Lake, at a compressor
station site named Woodenhouse. The mean annual air
temperature was about +1.3°C. The test site area was
previously cleared of all vegetation and the ground surface
consisted of granular fill over unfrozen mineral soil. The
second test site was in Norman Wells, Northwest Territories,
which has a mean annual air temperature of about -5.5°C.
This site was initially forested with sparse spruce trees, but
was cleared of trees at the start of the test program. The
ground surface consisted of the native organic mat underlain
by mineral soils that was frozen, but considered to be warm
permafrost.

The Woodenhouse test site consisted of three test cells plus
a control. The test cells were straw bales, shredded wood and
a reflective surface, each 20 m by 20 m in plan dimensions. A
control cell was installed to provide baseline data for compari-
son. The Norman Wells test site was the same as the Wooden-
house site except that there was no shredded wood test cell.

The ground temperatures were monitored using an eleven
bead thermistor cable attached to a data logger, recording
temperatures at 12-hour intervals. The temperatures were
measured at the following depths: 0 m, 0.5 m, 1.0 m, 2.0 m,
30m, 45 m, 6.0 m, 8.0 m, and 10.0 m. In addition, two
thermistor beads were attached to a “pig-tail” that would
monitor the temperatures at the mid-point and top surface of
the straw bales and shredded wood layers. Air temperatures
were monitored at 1.0 m above the ground surface at the
control cell.

The Woodenhouse site was installed in February 2005
and the Norman Wells site was installed in February 2006.
The sites were prepared by site clearing, including snow

clearing, installing the test cells and then drilling boreholes
to install the thermistor cables. Figure 1 presents the typical
test cell and thermistor cable lay-out showing the thermistor
bead numbering.

Initial thermal performance

This paper only reports initial results from the
Woodenhouse test site in northern Alberta. Data collection
from the Norman Wells site has experienced a number of
challenges, and as a result full analysis of these datahas not
been completed. For the Woodenhouse test site, temperature
data has been regularly downloaded since testing began.

Thermistor beads 3 (0 m), 4 (0.5 m depth) and 5 (1.0 m
depth) provided the most representative data on the near
surface geothermal reaction of the surface cover. Bead 9
(6.0 m depth) provided ground temperatures at a moderate
depth.

Figure 2 shows ground surface temperatures for all of the
test cells at Woodenhouse. The ground surface temperatures
at the control test cell and the reflective surface test cell were
similar to each other. The ground surface temperatures for
the straw bales and shredded wood materials were dampened
compared to the atmospheric temperatures. That is, the effect
of the straw bale and shredded wood layers was to reduce
the day-to-day temperature variation in ground temperature
compared to the air temperatures. Furthermore, the straw
bales and shredded wood materials experienced a time lag
in responding to atmospheric variations. This time lag was
about one month, although more data is necessary to more
accurately quantify the lag-period.

The time lag experienced for temperatures under the straw
bale and shredded wood test cells compared to the control
test cell was more apparent at depths of 0.5 m (see Fig. 3)
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Figure 2. Temperature data from Woodenhouse test site, at ground surface.
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Figure 3. Temperature data from Woodenhouse test site, at 0.5 m below ground surface.

20

15

10

Temperature (°C)

-5

Jan-05

Mar-05

May-05 Jul-05

Sep-05

Nov-05 Jan-06

Date

Mar-06

May-06

Jul-06 Sep-06

— - - — Straw Bales

Reflective Surface

— — — Shredded Wood

Figure 4. Temperature data from Woodenhouse test site, at 1.0 m below ground surface.
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Figure 5. Temperature data from Woodenhouse test site, at 6.0 m below ground surface.
Table 1. Annual degree-day analysis of Bead 3, ground surface temperatures at Woodenhouse.
Calculated Annual Percent of Efficiency Compared
Test Cell Section Analysis Period °C-Days Control to Control
Control August 31, 2005 — August 30, 2006 2,174 100 1.0
Straw bales August 31, 2005 — August 30, 2006 1,090 50 2.0
Reflective surface August 31, 2005 — August 30, 2006 1,945 89 1.1
Shredded wood July 17, 2005 — July 16, 2006 1,711 79 1.3
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and 1 m (see Fig. 4). The time lag was particularly evident
during the summer of 2005 and 2006 and lasted about one
month. At the end of the winter of 2006, the shredded wood
test cell showed a minimal time lag in May 2006 in terms
of responding to warmer air temperatures, while the straw
bales experienced a time lag of about two weeks before the
ground started to warm.

With depth, all ground temperature responses to air tem-
perature changes are dampened. This dampening is a result of
the thermal resistance of the mineral soil. Based on the tem-
perature data from thermistor Bead 9 at a depth of 6 m (see
Fig. 5), it appears that the influences of the surface insulation
material are nearly completely moderated by the overlying
soil cover. That is, the temperature response at 6 m depth for
each of the test cells and the control are nearly the same.

There were only small differences in the average
winter temperatures for any of the test cell materials at
Woodenhouse, compared to the control cell temperatures.
Between November 2005 and April 2006 winter temperatures
measured as follows:

e Under the straw bale and shredded wood test cells,
ground temperatures were several degrees warmer than the
temperatures under the control cell.

 In the cell containing the reflective surface material,
ground temperatures were slightly colder than the
temperatures under the control cell.

The warmer average winter temperatures experienced
by the shredded wood test cell was because of the long
time lag in the response of the ground temperature to the
seasonal change in air temperature. This was most apparent
in thermistor Bead 5 at 1 m depth (see Fig. 4) and thermistor
Bead 9 at 6 m depth (see Fig. 5). In summer 2005, the ground
temperatures under the shredded wood lagged behind the
ambient temperatures by at least one month. The warmer
ground temperatures developed in the summer and early fall
of 2005 were carried well into the late fall and early winter
2005-2006, which caused an overall warmer average winter
soil temperature.

Ground temperature responses in the summers of 2005 and
2006 also showed differences between the straw bale and
shredded wood test cells, and the control cell. The ground
temperatures under the reflective surface test cell during the
summer of 2005 and 2006 appeared to be close to those of
the control cell. Both the straw bales and shredded wood
cells recorded average ground surface and near surface (0.5
m depth) temperatures that were less than one-half of those
measured in the control cell.

The effectiveness of the test materials could be further
examined by a degree-day analysis using Bead 3, which
measured the ground surface temperature. This analysis is
shown in Table 1.

The data from the degree-day analysis reinforced the

observations from the temperature plots. The straw bales
achieved one-half the number of annual degree-days of
the control section, whereas the shredded wood achieved
only 79% of the annual degree-days. The reflective surface
material had a minimal effect on the ground temperatures.

Physical performance of test materials

The examination of physical performance of the test
materials focused on degradation and loss of integrity of the
materials, as these issues will ultimately affect the long-term
suitability of the insulation materials used. Observations
from the Woodenhouse and Norman Wells test sites were
both considered.

Visual examination of the straw bales at both the
Woodenhouse and Norman Wells test sites revealed that
the bales had shrunk since their initial installation. This
shrinkage was first identified at the Woodenhouse test site
in the summer of 2005. Consequently, for the Norman Wells
straw bale test cell, a thin layer of loose straw was spread
over the test cell prior to placement of the bales so that if
shrinkage occurred, bare earth (or the organic mat) would
not be exposed.

The shrinkage of the straw bales probably resulted from
moisture loss from the straw. It would be reasonable to
expect that drying would cause the straw bales to shrink in
height and length, but less in width because of the anisotropic
structure of the straw stalks.

One concern expressed in the planning phase of the study
was that foraging by animals, particularly ungulates, would
damage the straw bales. However, visual observations at the
Woodenhouse and Norman Wells test sites indicated that
animals were not eating the straw bales.

The physical performance of the reflective surface materials
at the Woodenhouse and Norman Wells test sites appeared
to be good. Inspection of the material in the fall of 2006
did not reveal any substantive deterioration of the geotextile
reflective material. Some discolouration at the Woodenhouse
site had occurred likely associated with airborne dust from
adjacent exposed areas. The Norman Wells test site did not
have exposed mineral soil near the test cells. Consequently,
this site provided a good contrast to the Woodenhouse test
site in terms of darkening of the reflective fabric.

Visual observations at Woodenhouse indicated that
animal traffic, if any, had not damaged the reflective surface
material. No evidence of animal traffic has been found at the
Norman Wells test site.

Importation of noxious weeds at test sites

The importation of noxious weeds to sites in the Northwest
Territories should be avoided. As part of the initial program
to establish the test sites, the straw bales were tested for
weeds by an agricultural laboratory. The test results for
noxious weeds were negative.

Plants have started to grow on and between the straw
bales at Woodenhouse. The weeds observed at the site were
stinkweed and tartary buckwheat, species that were
common in Alberta, but were not on the noxious weed list.
These plants were annuals that were reproducing from seed
on new surface disturbances. However, they are not expected
to persist more than a few years on the bales at Woodenhouse.
If these weeds were imported to the Mackenzie Valley, they
would not likely produce seed because of the short growing
season and would likely die out after the first year.
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Plants were also observed to be growing through seams
of the reflective surface material at the Woodenhouse test
site. These plants are likely the result of airborne seeds or
regeneration of rootstocks that were present on the ground
surface when the reflective surface material was installed.

Observations and Conclusions

From the preliminary field testing and analysis, one can
conclude the following:

» Although the straw bales shrunk in volume during
testing, further temperature measurement and analysis is
necessary to determine whether this shrinkage is sufficient
to materially affect their thermal insulation properties when
used as an insulation system.

* The anchoring system proposed by the manufacturer
of the reflective surface material was inadequate for the
application at the Woodenhouse test site, where there was
exposed mineral soil. However, a revised anchoring system
was successfully implemented at the Woodenhouse site but
was then found to be inadequate for the Norman Wells test
site, which consists of an organic layer overlying hard or
frozen mineral soil. The “third generation” anchoring system
used at Norman Wells appears to be performing well.

* As measured in terms of ground surface annual degree-
days, a single layer of straw bales provided the best thermal
performance compared to the control, being about twice as
effective as the control cell. The 0.5 m layer of shredded
wood performed about 1.3 times better than the control cell.
Both materials showed value as ground surface insulation
materials.

* Both the shredded wood and straw bales experienced
a time lag in response to seasonal ambient temperature
changes. In the case of the shredded wood test cell, this time
lag appears to help increase the average winter temperature
of the ground surface above the average air temperatures
measured.

* In comparing the ground surface temperatures of the
reflective surface material to the control cell, the reflective
material experienced a small, but measurable reduction
in ground surface temperature during the thawing period
compared to the control cell at the Woodenhouse test site.
A reduction of about 10% in ground surface annual degree-
days was achieved by the reflective surface compared to the
control cell. However, additional monitoring from one or
more thaw seasons is needed to confirm the effectiveness.
If long-term reduction in ground surface heating can be
confirmed, then the applicability of reflective surfaces can
be evaluated from a cost-benefit perspective.
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Abstract

Permafrost in the nearshore zone is affected by sea bottom temperatures, formation of bottom-fast ice, ice movement,
formation of brines through freezing, and diffusion of salt water into the sediment. Subsea permafrost drilled on- and
offshore along a north-south transect in the Laptev Sea yields sediment temperature, state and pore-water salinity to
show salt diffusion into the sediment and its effect on phase state. Since inundation, the permafrost has been separated
from atmospheric temperature and radiation fluctuations by a 0 to 6 m water column and, in winter, by sea ice.
Nearshore development of bottom-fast ice concentrates brines at the sea bottom and leads to the penetration of a saline
front that exceeds seawater salinity by a factor of at least 2. Subsea permafrost pore space can contain a mix of ice and

pore-water solution that is primarily determined by salinity.

Keywords: brine; coastal zone; continental shelf; permafrost; subsea.

Introduction

Permafrost beneath the ocean floor is the result of relative
sea level rise inundating the land surface. Inundation changes
the heat flux at the upper boundary of the permafrost,
generally leading to warming and eventual degradation.
Nearshore seabed temperature records covering the annual
cycle are rare, but measured temperatures are usually
negative. Sufficiently saline pore waters can thaw subsea
permafrost at negative temperatures. Methods of estimating
permafrost distribution include bathymetric delineation
(Brown et al. 1998) and heat transfer modeling (Romanovskii
et al. 2005). Modeling uses inferred climate histories and

simplified heat transfer. Models of permafrost evolution
after inundation have been refined by including salinity
effects (Swift & Harrison 1984, Hutter & Straughan 1999,
Outcalt 1985), but these have not resulted in improvements
to regional or global permafrost distribution estimates.
Unknowns affecting distribution include regional glacial
and sea level histories, the effect of spatial heterogeneity
in terrestrial permafrost (esp. thermokarst) on subsequent
degradation, and processes affecting sea bottom temperature
and salinity (esp. bottom-fast ice). Based on the consequent
spatial variability (Overduin et al. 2007b), public domain
direct observations of the distribution of ice-bearing subsea

Figure 1. A straight-on view of the eroding Laptev Sea coastal bluff at Cape Mamontov Klyk. The bluff is about 20 m high and is composed
mostly of ice with inclusions of organic-rich soil (photograph by Hanno Meyer, 2003).
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Figure 2. Map showing the location of Cape Mamontov Klyk
(above) in the Western Laptev Sea.
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permafrost, particularly at water depths shallower than 10
m, provide poor predictive capability for regions where no
observations have been made.

In this study, sediment from the Laptev Sea is examined
to determine changes in permafrost following submergence.
Modeled subsea permafrost is thick (700-1000 m) and ice-
bearing and extends over 400 km from the modern coastline
(Romanovskii et al. 2005). The shallow inclination of the
shelf and the absence of localized glaciation during the last
glacial interval create a suitable test bed for subsea permafrost
studies. We seek to identify processes determining the rate
and distribution of permafrost degradation in the nearshore
zone.

Site Description

Located midway between the Anabar and Olenek Rivers,
Cape Mamontov Klyk was named for the discovery of
mammoth tusks emerging from its thawing coastal bluffs
(Figs. 1, 2), which currently reach over 25 m in height with
a ground ice content up to over 80% by volume. The bluff
stratigraphy is part of the Siberian ice complex deposits
formed during the Late Pleistocene (Romanovskii 1993).
The coastal bluff contains mostly silty sand, with relatively
high organic content (Schirrmeister et al. submitted). The
coastal plain stretches from the Pronchishev Ridge about
30 km to the south of the coast, lies 25 to 55 m a.s.l. and
inclines to the north-northeast at 0.1°-0.2° at the cape.
Thermokarst depressions and lakes up to several km across
cover about 50% of the coastal plain in the region (Grosse
et al. 2006). The coastline bisects some of these features,
and they likely affect the bathymetry and subsea permafrost
table (Romanovskii 2000). Available nearshore bathymetry
is not precise enough to show these features, but the seafloor
continues at less than 0.05° for at least 13 km from shore
(Fig. 3). Modeling of permafrost development suggests that
thermokarst terrain extends out to at least the 55 m isobath,
and probably much further (Romanovskii & Hubberten

2001). Based on bathymetry from Russian maps and field
data, the sea level rise inundated the shelf from a point over
200 km north of Mamontov Klyk over the past 11 ka (Bauch
et al. 2001). Sea level rise over the past 2 ka was less than
2 mm a’', but there is little information on recent changes
in coastline position, which is currently retreating at about
4.5 m a!' (Arctic Coastal Dynamics Project Team 2008), and
average erosion rates of ice complex coastlines in the Laptev
Sea are about 2.5 m a! (Grigoriev & Rachold 2003).

Methods

In April 2005, a coastal and offshore drilling program
drilled five cores along a north-south transect (Overduin et
al. 2007a). Coring sites extended from onshore (core C1) to
12.5 kilometers offshore (cores C2-C5) and 6 m water depth
(Fig. 3). A dry, hydraulic, rotary-pressure drilling technique
was used and a borehole casing prevented infiltration. Depths
of penetration are shown in Figure 3 and listed in Table 1,
along with the state of the sediment as determined upon
recovery. Recovered sediment material remained frozen
during transport and storage.

Sediment temperature was measured using calibrated
thermistors. Measurements were made from 1 to 11 days
after drilling at the depths shown in Figure 4 (Junker et al.
accepted). The dry drilling technique allowed temperature
equilibration within 3 days at the bottom of C2. A thermistor
string was permanently installed at the onshore site (C1).
Mean annual temperatures for Cl were calculated using
hourly measurements for the time period June 1, 2005-June
1, 2006 (Fig. 4). The temperature profiles for C2, C3 and
C4 were measured at least 96 hours after drilling, C5 was
measured one day later.

Pore water salinity was measured by thawing the sediment
and extracting pore water using small suction lysimeters
with 0.2 pm pores. Thawing and extraction took up to three
days, depending on sample grain-size. The extracted pore
water salinity was measured to a reference temperature of
25°C. Uncertainty in salinity depended on the measurement
range with an upper limit of +0.1%o.

At low salinity, the ice content in cryotic sediment mostly
depends on grain-size and temperature. At higher salinities,
however, the salinity of the pore water is more important.
For low-salinity samples (<5%o), we used the total water
content of frozen samples as a proxy for volumetric ice
content (0)). For high-salinity samples (=5%o), volumetric
ice content was estimated as the difference between total
(0,) and liquid water content (0,). Total volumetric water
content (ice and water) was measured using the weight (wfr)
and water displacement (V) of sealed frozen samples and
the weight of the sample after freeze-drying (w, ).

Uncertainties were +5 x 105 kg in weight and +5 x 107
m? in volume. The error introduced by ignoring liquid water
content in fresh water samples is small for these sediments
(<5%) relative to absolute variations in ice content between
samples, since grain sizes are not small and segregated ice is
present in much of the profile.
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Figure 3. The locations and elevations (in meters relative to sea level) of cores along the transect are shown, along with the field-determined
state (frozen/unfrozen) of the sediment (adapted from Overduin et al. 2007a).

Sediment liquid water content lay between 4 and -25°C in
the laboratory using 7 cm time domain reflectometry (TDR)
sensors in a 100 mL cell, which had been calibrated in air and
deionized water. A Campbell Scientific TDR100 was used to
generate waveforms, which were analyzed for bulk relative
dielectric permittivity. Liquid water content was estimated
using a mixing model for the relative dielectric permittivity
of a porous medium. We assume that the sediment may be
represented as a rigid three-component medium (ice, soil,
water). The mixing model gives the composite relative
dielectric permittivity (¢, based on the volumetric fractions
and dielectric permittivities of the components:

1
e =[1-ne +(1-6)e +(0)e°]" ()

where n is the porosity, and the subscripts, 7, s and / refer
to ice, soil and liquid, respectively (Roth et al. 1990). The
exponent, a, is related to the geometry of the components in
the mixture. Soil and ice relative dielectric permittivities are
assumed to be similar at the frequency of measurement (g, =
€ = ¢g), leading to an expression for the liquid water content
that is equivalent to a two-component model:

0, = e, — 2, Je (1) 2,7 ] @

Changes in pore solution dielectric permittivity as a
result of changes in solute concentration are ignored, as
are temperature dependencies of the soil and ice dielectric
permittivity. Temperature was varied using an external
cooling bath and a pump, which circulated the cooling fluid
around the sample cell. Liquid water content was measured
during multiple warming and cooling cycles. Temperature
was monitored in the sediment sample using PT100s with an
accuracy of better than +0.1°C.

Table 1. Borehole and sediment characteristics for each drill site.

C2 C3 C4 C5 Cl

Distance to coast [km] 1.5 3 1 0.5 0.1
Water depth [m] 6.0 44 2.2 1.5 --
Ice thickness [m] 135 1.85 2.1 1.5 --
Core depths to to to to +26.2
[m relative to sea level] =77 31 32 31 to
-34
Bottom water salinity [%o] 29.2  30.0 322 >100 --
Bottom water temp. [°C] -5 -16 -1.7 -6 --
Frost table depth [m] 35 12 3.9 2.8 --
Results

The exposed coastal profile is described in Schirrmeister
et al. (submitted), and consists of silty sand, organic-rich ice
complex deposits overlying silty sand to fine sand deposits.
The subsea sediment is composed of silty sands to fine
sands. Based on available analyses, we cannot distinguish
between unfrozen sediment that has been redeposited and
sediment that has thawed in place. The upper thawed subsea
sediment shows weakly layered structure, and has probably
been reworked in its upper portion by redeposition and wave
action. Below the frozen-unfrozen interface, the presence of
freshwater ice, ice wedges, composite ice wedges, ataxitic
layers indicating the presence of an active layer with
seasonal thawing and layers of organic debris and twigs
suggest terrestrial and shallow water environments. These
features were found in C1 (25.5-12.8 mr.s.l.), C5 (2.8-14.5
m r.s.l.), C4 (3.9-14 m r.s.l.) and C2 (40.3-64.7 m r.s.1.),
roughly corresponding to the upper portion of the frozen
sediments for the subsea cores in Figure 3. In each core,
these sediments are underlain by sandier, cryotic sediments
without significant segregated ice.

Water depth decreased gradually with distance from the
shore (1.5, 2.2, 4.4, 6.0 m at C5, C4, C3 and C2, resp.). C5
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Figure 4. Profiles of sediment temperature (top) and pore water salinity (bottom) from onshore (at left) to furthest offshore (at right; some data
taken from Rachold et al. 2007). Available data for the depths from 0 to 42 m below sea level are presented for all cores.

was therefore located in the bottom-fast ice zone. Bottom
water salinities decreased with distance from shore, while
temperatures increased (Table 1). The interface between
unfrozen and frozen sediment was located at successively
lower depths within the sediment column with increasing
distance from the coastline (2.8, 3.9, 12 and 36 m at C5, C4,
C3 and C2, respectively). Sediment temperatures at 20 m
below sea level increased from an almost constant mean

Annual value of -13°C onshore (C1), to -8°C, -6°C, -1.5°C
and -1°C with increasing distance from the coast (Fig. 4). The
temperature gradient over depth in C2 was almost flat over
the upper 40 m of the sediment profile. The temperatures at
the frozen/unfrozen interface were -8.4, -2.8, -1.2 and -1.1 in
C5, C4, C3 and C2, respectively. The salinity of pore water
extracted from the sediment varied between 0 and 65%o (Fig.
4). Salinities exceeding that of bottom water measured in
August 2003 (17.3%o to 20.7%o) and below the ice in April
2005 (29.2%o to over 100%o0) were found in C5 and C4. In C3
and C2, a saline pore water front was observed at depths of
about 12 and 36 m, respectively. Frozen sediment generally
had pore water salinity less than 5%o. Higher salinity found
below the uppermost salt water front in C4 (around 16 and
22 m), and the variability in C5 salinity, suggest irregular
brine production or migration.

Figure 5 shows the ice content as a function of temperature
for four sediment samples. The sediment samples vary in
terms of grain-size, sediment composition, and pore-water
salinity. Differences in salinity are large enough (12, 25,
45 and 65%o) to make grain-size differences negligible in
determining volumetric liquid water content at temperatures
less than about -2°C. Increasing salinity decreases the

sediment volumetric ice content. Ice content is shown for
both cooling and warming temperature histories of all four
samples. Hysteresis is clearly visible for the two lower
salinity samples, but results in no more than a 4% ice
content difference between warming and cooling at 45%o,
and negligible differences at 65%o. For the latter, warming
and cooling curves are superimposed. For the lowest salinity
sample, the rate of change of state with temperature is low at
temperatures below -5°C. At higher salinities, any addition
or removal of heat results in significant phase change (around
2% K1), rather than temperature change.

Measured total volumetric water contents in core C2 range
from 14% to 100%. Ice content in C2 increased with depth
from a low value of 3% (based on temperature and pore-
water salinity) to a maximum of 20% in the unfrozen zone.
In the frozen sediment, ice contents ranged from 17% to
100%. Values in excess of 40% (based on core volume and
weight loss on drying) corresponded to depths which were
identified as frozen in the field and contained segregated
ice. Segregated ice occurred as ice lenses, injection ice, ice
wedges, and composite ice wedges. Values determined by
weighing dried samples match to within 15% of adjacent
freshwater samples.

Discussion

Previous results from this campaign were based on field
observations (Overduin et al. 2007a+b, Rachold et al. 2007).
In this paper, we add laboratory analyses performed on pore
water and sediment samples to describe the position and
temperature of the frozen-unfrozen interface in the subsea
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Figure 5. The volumetric ice content of four sediment samples (sa-

linities: 12, 25, 45, and 65%o) as a function of temperature. Data
were collected during cooling and warming for all four samples.

sediment. Coastal erosion and the subsequent inundation
of the land at Cape Mamontov Klyk result in a large
geomorphologic change in the upper permafrost, including
thermoerosion, reworking of the eroded material, transport
and redeposition offshore. These processes currently result
in the thawing, removal, and redeposition of about the
upper 25 m of permafrost. Redeposited and underlying un-
redeposited (in-situ) sediment is considered permaftrost, as
it remains cryotic. The boundary between the two is not yet
clear, but must lie at or above the frozen/unfrozen interface.
The actions of thermoerosion, thermokarst basin flooding,
and wave action on the shallow sea bottom (Are et al.
2001), will have attenuated any topographic reflections of
the previous thermokarst topography in the transition from
terrestrial to marine.

The depth within the sediment of the frozen/unfrozen
interface is difficult to determine. The classification of
sediment as frozen or unfrozen in the field is highly
subjective, since it rests upon a determination of plasticity.
The determination is generally made by examining core
sections at the surface, after they have been subjected to
drilling and passage through the borehole. In some studies,
the sea bottom was probed, akin to a permafrost probe,
until sufficient resistance was encountered (Osterkamp
et al. 1989). The temperatures at the interface observed
here ranged from -1.1°C to -8.4°C, with inferred ice
contents between 5% and over 25%, based on salinity and
temperature. The transition from ice-free to ice-bearing to
ice-bonded is likely to be gradual in most settings. Sediment
ice and liquid water content depends strongly on pore water
salinity over a wide temperature range (from 0°C to -20°C).
As a consequence of this and the low temperature gradient,
the phase boundary (the zone between ice-free sediment and
sediment unaffected by saline solution) in C2 is almost 30
m thick, and covers a range of ice contents from 3% to over
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Figure 6. The volumetric ice content of the cores C1 and C2.

20% by volume. Detection methods sensitive to step-like
transitions in material properties over a short depth range,
such as seismic or geoelectric methods, are thus confronted
with a poor reflector.

The high salinities observed in the uppermost sediment at
C5 (Fig. 4) strongly suggest that salt exclusion during sea ice
formation results in brine formation. In this case, the brine
formed was under positive pressure, and flooded and flowed
out of the borehole 8-10 hours after drilling (Rachold et al.
2007). The salinity profile for C5 suggests the diffusion of
at least one brine front down a strong concentration gradient
into the sediment, which may be due to the formation
of a seasonal active layer (Osterkamp et al. 1989). The
progressive diffusion of the brine front into the sediment
pore water is evident from the salinity graphs of Figure 4.
Applying a mean ice thickness of 1.7 m, the bottom-fast ice
(BFI) zone extends over 2 km from shore. Under current
coastline retreat (4 to 4.5 m a™'), this translates to seasonal
brine production over a period of 440 to 500 years. The low
inclination of the seabed in the western Laptev suggests that
even longer periods are common, since coastal retreat for the
Laptev Sea is 2 to 2.5 m a’!. Both coastal retreat rates and the
nearshore shore face profile will be important in determining
the rate of descent of the salt front into the sediment, and
differences may help to explain the variability observed in
the position of the frozen/unfrozen interface. Provided that
sediment could be removed from the shoreface effectively
enough to account for increased erosion, increases to sea
level rise will lower the rate of permafrost degradation by
seawater penetration.
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Conclusions

The saline-freshwater interface in the sediment column
was identified in cores drilled off the coast of Mamontov
Klyk in the Laptev Sea. Bottom-fast ice results in highly
concentrated sea water being produced at the ice-sediment
interface, and probably accelerates the degradation of subsea
permafrost. Saltwater diffusion into the sea bottom results in
the presence of ice-free sediment at sub-zero temperatures
down to a depth of 40 m in subsea sediments, 12 km offshore.
The transition from ice-free to ice-bonded sediment occurs
over a depth range of about 30 m 2.6-6.0 ka after inundation.
The energy requirements for the permafrost to become near-
isothermal are reduced by the diffusion of salt water into the
sediment. Changes in phase as a result of salt water intrusion
and warming change the effective thermal properties of the
sediment and affecting the rate of further degradation.
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Abstract

Soil-temperature climatologies determined at different depths from simulations with the Community Climate System
Model version 3 (CCSM), capture the annual phase of gridded soil-temperature climatologies based on observations
for 1951-1980, 1961-1990, and 1971-2000, but not the amplitude; some of these discrepancies can be attributed to
simulated forcing (PaiMazumder et al. 2007). By using soil-temperature data simulated by the Weather Research and
Forecasting (WRF) model, it is shown that some of the discrepancies between CCSM-derived and gridded observed
climatologies may result from the interpolation required for gridding and/or network design (density and distribution

of sites).

Keywords: climate simulation; network design; soil-temperature evaluation; Siberia; uncertainty.

Introduction

Accurate simulation of soil temperature in Climate
System and Earth System Models is essential because soil
temperature influences high-latitude hydrology, biochemical
processes, and ecosystems. Soil temperatures are mostly
controlled by the surface water and energy balance, which
explains the strong connection and feedback between soil
and near-surface atmospheric conditions. In the Arctic and
Subarctic, the onset, duration, thickness, density, and structure
of seasonal snow cover strongly influence soil temperatures
(e.g., Zhang et al. 1996, Molders & Romanovsky 2006).

Soil temperatures simulated at different depths by the
Community Climate System Model version 3 (CCSM)
(Collins et al. 2006a) are evaluated over Siberia for three
climatologies (1951-1980, 1961-1990, 1971-2000) by
means of observational data (PaiMazumder et al. 2007)
provided by the National Snow Ice Data Center (NSIDC)
(Zhangetal.2001). PaiMazumder etal. (2007) also evaluated
CCSM-derived climatologies of near-surface temperature,
cloud fraction, precipitation, and snow depth with those
from ERA40 reanalysis, the International Satellite Cloud
Climatology project (ISCCP), the Global Precipitation
Climatology Center (GPCC), and the NSIDC, respectively,
to examine the sources for discrepancies between simulated
and observed soil-temperature climatology. Inaccurate
simulation of near-surface temperature, cloud fraction,
precipitation, and snow depth may have some influences on
discrepancies between CCSM-derived and observed soil-
temperature climatology, but do not explain all discrepancy
found. Sensitivity studies with slightly altered plant
functional types and percentage of sand attributed marginal
discrepancies from incorrect percentages of sand and/or
plant types (PaiMazumder et al. 2007).

Typically, climate models like CCSM provide soil
temperatures that represent a volume average of several

hundred square kilometers in horizontal extension of several
centimeters in thickness. It is obvious that soil temperatures
simulated for such a volume are difficult to compare to
measurements at a site (point measurements). Therefore,
it has become common practice to interpolate available
measurements to the grid of the climate model (e.g., Li et
al. 2007). It is obvious that such interpolation may introduce
uncertainty into the grid-cell averages; hence, the evaluation.
Since the gridded soil-temperature climatologies are based on
measurements projected onto the CCSM3 grid by Cressman
interpolation (PaiMazumder et al. 2007), some discrepancies
between CCSM-derived and gridded observed climatologies
may result from interpolation and/or network density and
distribution. Observational networks are often designed
with accessibility and ease of maintenance in mind. Most of
the Siberian soil-temperature sites are long-term agricultural
monitoring stations. Consequently, the observational network
follows agricultural-used land along major haul ways and is
not uniformly distributed. Hence, the density and/or design of
network may bias the regional averages estimated therefrom.
Mitchell et al. (2004) assessed accuracy and reliability of
gridded data and concluded that observed gridded data
(1901-2000) are not appropriate for climate change. They
also describe the development of high resolution (0.5°) of
gridded dataset (Climate Research Unit [e.g., CRU TS 2.0]
data) for the globe derived from climatological observations
and transient coupled atmosphere-ocean general-circulation-
model (GCM) simulations. The gridded dataset depends on
the applied interpolation algorithms, and always has to be
associated with an assessment of the accuracy of the grid
point values. Therefore, it is essential to assess the uncertainty
in regional averages resulting from the density and/or design
of an observational network. The aim of our case study is
to exemplarily investigate this uncertainty to further assess
the discrepancies between CCSM-derived and observed
soil-temperature climatologies found by PaiMazumder et al.
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(2007). In doing so, the Weather Research and Forecasting
(WRF) (Skamarock et al. 2005) model is used to provide
a dataset of soil temperatures that will be considered as
“reference” for determination of regional averages to which
data from a real network and artificial networks are compared
to assess the accuracy of gridded datasets based on station
data, and to develop recommendations for network design to
optimize their use for model validation.

Experimental Design

Brief model description

The CCSM is a fully coupled climate model to simulate
the Earth system over broad ranges of spatial and temporal
resolutions. It consists of the Climate Atmospheric Model,
version 3 (CAM3) (Collins et al. 2006b), the Community
Land Model version 3 (CLM3) (Dai et al. 2003, Oleson et
al. 2006), the Community Sea Ice Model version 5 (CSIM5)
(Brieglebetal.2004), and the Paralle]l Ocean Program version
1.4.3 (POP) (Smith et al. 1992). These four components
exchange data via a coupler without flux correction.

CCSM is run with 26 vertical layers at a spectral truncation
of T42 corresponding to a spatial resolution of =2.8° x 2.8°.
CCSM is started with the ecliptic conditions of 1-1-1950
and CO, concentration of 355 ppmv. Each model component
is spun up separately. Based on these simulations, we
determine three climatologies, 1951-1980, 1961-1990, and
1971-2000.

The WREF is a mesoscale non-hydrostatic model. Out of
the variety of physical options, we use the following model
setup: Cloud formation and precipitation processes at the
resolvable scale are considered by Thompson et al.’s (2004)
five-water class (cloud-water, rainwater, ice, snow, graupel)
mixed-phase bulk-microphysics parameterization. The
Grell-Devenyi (2002) ensemble parameterization considers
subgrid-scale convective clouds. The Goddard shortwave-
radiation scheme and the Rapid Radiative Transfer Model
(Mlawer et al. 1997) are applied. The Yonsei University
scheme (Skamarock et al. 2005) is used for simulating
atmospheric boundary layer processes. Monin-Obukhov
similarity theory is applied for surface-layer physics.
Soil temperature, volumetric ice and water content, snow
temperature and density and the exchange of heat and
moisture at the land-atmosphere interface are determined by
a modified version of the Rapid Update Cycle land-surface
model (Smirnova et al. 1997, 2000).

The WRF domain encompasses Siberia by 70 x 150 grid-
points with a grid-increment of 50 km and 31 vertical layers
from the surface to 50 hPa. Soil conditions are determined
at six levels. In the presence of snow, five snow layers are
considered. The time step is 200s. The National Centers
for Environmental Prediction (NCEP) 1.0° x 1.0° and
6h-resolution global final analyses (FNL) serve as initial
and boundary conditions. For our case study, we perform
simulations for July and December 2005. They start daily at
1800 UT for 30 hours of integration. We discard the first six
hours as spin-up time.

Analysis

To estimate uncertainty due to network density and design,
WRF-simulated soil temperatures serve to represent data
from an optimal, dense, and equally distributed observational
network. Regional averages of soil temperatures determined
from the WRF output for July and December 2005 are
considered to be the “reference.”

Regional averages of soil temperature are determined for
the 411 sites of the actual historic observation network used
in PaiMazumder et al.’s (2007) CCSM soil-temperature
evaluation. Herein, the soil temperature simulated for a WRF
grid cell wherein a site falls is taken as the soil temperature
for that site. This procedure is common practice in mesoscale
modeling (e.g., Narapusetty & Molders 2005). Four artificial
networks are assumed with 500, 400, 200, and 100 arbitrarily
taken WRF grid cells as “sites.” These networks are denoted
500-, 400-, 200-, and 100-site networks hereafter. Soil
temperatures obtained from WRF simulations at the 500,
400, 200, and 100 sites are used to calculate the regional
averages for these networks. These regional averages are
compared with the reference regional averages to assess the
contribution of network density and design to uncertainty in
gridded data used for evaluation of climate model data.

Since systematic and nonsystematic errors can contribute
to any simulation result, as well as to regional averages
obtained from different networks, performance measures
like bias, standard deviation of errors (SDE), root mean
square errors (RMSE), and correlation coefficients (e.g.,
Anthes 1983, Anthes et al. 1989) are calculated at different
spatial and temporal scales for the various networks. The
performance measures and correlation coefficients are
determined to evaluate the discrepancies between the
regional averages obtained from the “reference” and those
of a network. They are calculated for all networks for the
daily and monthly course.

To estimate the uncertainties in regional averages resulting
from the density and design of networks, we compare the
regional averages of soil temperature obtained from the WRF
simulation (“reference”) and various site networks (500-,
400-, 200-, 100-site network and historic networks). In this
case study, we consider the accuracy of soil temperature
measurements to be within +0.5 K for the reasons discussed
in PaiMazumder et al. (2007). The regional averages of soil
temperature estimated from the “reference” and the different
networks will be considered to be in good agreement if
regional averages obtained from the different networks
lie within the above-mentioned uncertainty range to the
“reference.”

In a next step, we compare the uncertainty determined as
described above with the discrepancies found between CCSM-
derived and gridded-observation-derived climatologies by
PaiMazumder et al. (2007) to assess how much the network
design may explain some of these discrepancies.
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Results

Impact of network design on regional averages

Regional averages of soil temperature obtained from the
artificial networks are highly correlated with those of the
reference (>0.972) at all depths in both months. Regional
averages of soil temperature obtained from the historic
network are more highly correlated with the “reference” in
December (R =0.921) than in July (R = 0.732) at 00 UT, 06
UT, 12 UT, and 18 UT at all depths.

In both months, the daily spatial standard deviations of soil
temperatures obtained from the historic network are higher
than those of all other networks. The standard deviations
of soil temperature obtained from the various networks are
higher at all depths in December than in July. In December,
in general, soil temperatures vary strongly in space due to the
large horizontal differences in snow cover and/or thickness.
Thus, taking measurement along the haul ways leads to
larger standard deviations of the regional averages in winter
than summer because of snow conditions and terrain height
of the site. In July, for given insolation and soil type, soil
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Figure 1. Temporal behavior of (a) regionally averaged soil
temperature at 0.2-m depth obtained from the “reference,” 500-,
400-, 200-, 100-site network and the historic network for July 2005
and (b) December 2005. Biases for (c) July and (d) December and
RMSE for (e) July and (f) December between the “reference” and
500-, 400-, 200-, 100-site network and the historic network. Note
that in (c) to (f), labels on the y-axis differ. In (c) and (d), the thick
line serves to better visualize the positive and negative bias.

heating/cooling varies less in space than in December, when
differences in snow cover/thickness may strongly affect soil
temperatures. Consequently, taking the measurement along
a haul way has less impact on the regional average and its
standard deviation for Siberia in summer than winter.

At 0.2-m depth, soil temperatures obtained from the
historic network overestimate the reference average by up
to 1.5 K and 1.8 K in July and December, respectively (Fig.
1). The historic network also fails to capture the timing of
the soil-temperature maxima and minima represented in the
reference average. For example, on July 11 and 26, upper
soil temperatures from the historic network average do not
reflect the warm periods seen in the reference average (Fig. 1).
These differences in timing of extremes between the regional
averages of the historic network and “reference” occur due to
a frontal system passing Siberia. The non-equal distribution
of sites of the historic network therefore gets “biased” to the
time when the system passes the majority of the sites. In
December, the high bias found for the historic network may
partly be explained by the fact that the sites of the historic
network may not well represent the regional differences in
snow cover and/or thickness. The 100-site network also fails
to capture the regional soil-temperature averages obtained
from the “reference” with 0.8-K bias in July (Fig. 1), while
in December, the 100-site network captures the reference
average well. Obviously, a randomly distributed 100-site
network represents soil conditions in winter well when
the soil is partly insulated by snow. However, in summer,
convection may lead to spatial differences in soil heating due
to shading by clouds and/or heat input by precipitation that
a 100-site network cannot capture appropriately. Regional
averages of soil temperature obtained from 500-, 400-, and
200-site networks provide acceptable results in comparison
to the reference average at all depths in both months. The
historic network shows higher biases and RMSEs than all
other networks in both months (Fig. 1, Table 1). This means
that the historic network introduces some bias into regional
averages and any evaluation study therewith.

Higher systematic bias may have occurred due to the
difference in landscape and terrain elevations between the
regional averages derived from the “reference” and historic
network. At 0.2-m depth (0.4 m and 1.6 m), RMSEs for the
historic network reach up to 1.5 K (1 Kand 1.9 K) and 1.8 K
(1.3 K and 1.1 K) in July and December, respectively (Fig.
1). Errors in regional soil-temperature averages based on the
historic network are also high for the upper soil layer, and
errors decrease at 0.4-m depth and increase again for deeper
soil layers in both months. The high diurnal variability close

Table 1. Monthly averages of bias and RMSE for the historic and
200-site networks for upper and deeper soil.

Networks Historic network ~ 200-site network
Month Layer bias RMSE bias RMSE
July Upper 0.6 0.7 0.02 0.1
Deeper 1.7 1.9 0.3 0.3
December  Upper 1 1 0.1 0.2
Deeper 1.2 1.2 0.2 0.3
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to the surface may cause the high errors in the upper soil
(Table 1). The increase found for deeper soil layers may be
related to the constant lower boundary condition used in
WREF. These soil-temperature values are from climatologies
which differ notably in space. Thus, the historic network
cannot represent the “reference” because the sites are not
randomly distributed to capture the regional pattern.

Evaluation of CCSM by gridded data

As reported by PaiMazumder et al. (2007), CCSM
captures well the phase of the 30-year average annual soil
temperature curves atall depths, but not the amplitude. CCSM
overestimates the 0.2-m soil temperature for the majority of
the grid cells over Siberia from December to March for the
first climatology (1951-1980) (Fig. 2). Similar is true for
0.4-m and 1.6-m depths, but with marginally decreasing
frequency with increasing depth, whereas at 0.8 m and 3.2
m, CCSM overestimates soil temperature throughout the
year (Fig. 2). In April, soil temperature will be overestimated
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Figure 2. (a) Contour plot of temporal behavior of biases with
depths for the first climatology (1951-1980). (b) RMSE vs.
correlation coefficient for the first climatology for all 12 months at
0.2-m, 0.4-m, 0.8-m, 1.6-m, and 3.2-m depth.

for most of the grid cells at all depths if soil temperature
is below freezing and underestimated otherwise, leading to
overall overestimation. In May and June, the general pattern
shifts towards underestimation at all depths except 3.2 m
(Fig. 2). In July and August, CCSM tends to underestimate
soil temperature by up to 1.2 K at 0.2 m, and overestimates
them by up to 0.5 K at 0.4-m and 0.8-m depth. At 1.6 m,
the tendency to overestimate soil temperature is obvious
for the colder (<275 K), but less obvious for the warmer
(>285 K) end of the temperature range. In September, soil
temperatures are underestimated at 0.2-m and 0.4-m depth
by up to 0.6 K and 0.4 K for most grid cells (Fig. 2). At 0.8 m
and 1.6 m, CCSM overestimates soil temperatures by up to
0.4 K and 1.1 K, respectively, for most grid cells. In October,
the general pattern again shifts towards overestimation by up
to 2.5 K (Fig. 2). In November, simulated soil conditions are
too warm for soil temperatures below the freezing point at
all depths. PaiMazumder et al. (2007) also found that biases
and RMSEs decrease with increasing depth because most
variability occurs near the surface. RMSEs are higher in
winter than in the other seasons for all three climatologies.
Mean annual soil temperatures are over-estimated by 2.5 K,
on average.

Overall, CCSM simulates the annual average soil
temperature reasonably well, though its performance is
better in summer than in winter. Due to acceptable RMSEs
and high correlations (cf. Fig. 2), PaiMazumder et al.
(2007) concluded that the fully coupled CCSM acceptably
simulates soil temperature. As pointed out by these authors,
CCSM also has some difficulties in capturing near-surface
temperature, cloud fraction, precipitation, and snow depth
with biases (RMSEs) -1.0 K (3 K), 0.32% (0.52%), 7.6 mm/
month (19.9 mm/month), and 0.04 m (0.09 m), respectively
(for further details see Table 1 in PaiMazumder et al. 2007).
Hence, the inaccurate simulation of near-surface temperature,
cloud fraction, precipitation, and snow depth may contribute
to the discrepancies between CCSM-derived and observed
soil temperature climatology. Difference in plant functional
types between model and real world and decreasing and
increasing sand percentage in the model may marginally
affect soil temperature. Thus, incorrect assumptions on the
mineral soil type cannot explain the discrepancies found.
Another source of these discrepancies may be that CCSM
only considers mineral soils. However, large areas of Siberia
have organic soils at least in the upper soil layers. The
thermal and hydraulic properties of mineral and organic soils
differ strongly and yield to appreciable differences in soil
temperature and soil-water freezing behavior (cf. Mdlders
& Walsh 2004, Lawrence & Salter 2007). Nicolsky et al.
(2007) showed that incorporating organic matter in CLM3
significantly changes the soil temperature simulation. Thus,
providing gridded data of organic material distribution and
consideration of organic material in CCSM are essential
future steps for the scientific community to take.
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Discussion and Conclusions

PaiMazumder et al. (2007) found that CCSM tends to
overestimate soil temperature in winter and underestimate in
summer, with better performance in summer than winter. In
spring and fall, simulated and observed climatologies agree
the best. Therefore, we performed a case study with WRF
for December and July 2005 to further examine reasons
for discrepancies in CCSM-derived and observed soil-
temperature climatologies. In this case study, we assume
the soil temperatures simulated by WRF as a reference
dataset from which we determine the “reference” regional
averages. These reference averages are compared to the
regional averages determined from WRF data at the sites of
the network used in PaiMazumder et al. (2007) and to four
randomly but spatially even distributed artificial networks
to assess exemplarily potential contribution of the historic
network to the discrepancies found by these authors.

The high differences (1.8 K) between regional averages
of soil temperature obtained from the historic network and
“reference” in December suggest that the network design
may affect gridded observational averages more in December
than in July. This means that the high discrepancies between
CCSM-derived and observation-based gridded soil-
temperature climatologies can be explained by the network
design in winter.

PaiMazumder et al. (2007) also showed that in December,
biases between simulated and observed soil temperature
reach up to 6 K at 0.2-m depth; about 2.5 K bias may result
from incorrect simulation of observed forcing. Our study
shows that about 2-K bias may be explained by uncertainties
due to network density in winter. This means that about
1.5-K bias may result from measurement errors and/or
model deficiencies.

In July, biases caused by the historic network are higher
than biases in CCSM found by PaiMazumder et al. (2007).
Hence, we have to conclude that in summer, CCSM performs
well for simulating soil temperature. On the contrary, in
winter, biases in CCSM can only partially be explained by
uncertainties due to network density.

Similar results are found for RMSE and SDE in winter,
whereas in summer, RMSEs for the historic network are
lower than RMSEs in CCSM by 1 K on average. Hence, the
discrepancies between CCSM-simulated and observation-
based gridded soil-temperature climatologies in winter can
be explained by incorrect simulation of atmospheric forcing
as well as network design. Thus, improvement of soil-
model physics is essential for better winter soil temperature
simulation.

From this case study, it can also be concluded that the
historic network always fails to capture the “reference”
regional soil temperature averages with high biases, RMSE:s,
and SDEs in both months. On the contrary, the randomly
distributed 500-, 400-, and 200-site networks capture the
“reference” regional soil-temperature averages well at all
layers. These networks also capture well the diurnal variation
of soil temperature in the upper soil. Hence, our case study

suggests that randomly distributed networks of 200 sites
or more reliably reproduce acceptable regional averages
of soil temperatures for Siberia. However, maintenance of
such networks may be expensive because many of the sites
would not be easily accessible in a remote area like Siberia.
Future studies should examine the general robustness of the
influence of the network density and design.
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Abstract

We employed remote sensing techniques in combination with in situ measurements to investigate the presence/absence
of permafrost in and around the George Lake area, central Alaska. The complex interrelationship between vegetation,
topography, local geology, and permafrost in a discontinuous permafrost setting was examined. We used SPOT multi-
spectral data to generate a land cover map for the study area. Eleven land cover classes were mapped including
eight vegetation classes in a maximum likelihood classifier. Correlative relationship between surface parameters
and permafrost was used to gain a preliminary understanding of permafrost distribution in the study area. In situ
measurements in different vegetation and topographic settings disclosed that scattered short black spruce with thick
moss layer is a potential indicator of permafrost with shallow active layer depth. Integrated analysis of vegetation
map, equivalent latitude values, and field observations suggests that equivalent latitude greater than 63° is permissive

of permafrost in the study area.

Keywords: Interior Alaska; mapping; permafrost; remote sensing.

Introduction

This study integrates remotely sensed (SPOT multispectral)
data with field data for the area near George Lake, central
Alaska, to understand the complex interrelationship between
vegetation, topography, local geology, and permafrost in a
discontinuous permafrost setting. It is a part of the Alaska
Division of Geological & Geophysical Surveys (DGGS)
project on the proposed Alaska gas pipeline corridor that
aspires to identify the associated geohazards along the Alaska
Highway corridor (such as areas underlain by permafrost,
areas with highest potential for active faulting, liquefaction,
landslides) (Solie & Burns 2007).

In order to make informed decisions regarding alignment
and design of future infrastructure development, and assess
the impact of climate change, a precise understanding
of near-surface permafrost conditions is critical. Direct
field investigation of permafrost or detection by indirect
geophysical technique is limited to small areas due to the
huge extent, extreme climate, and limited fieldwork time,
and poor accessibility to most parts of arctic and sub-arctic
Alaska. In such a situation, remote sensing techniques can
be of great help. Many environmental factors that reflect
the permafrost condition and indicate its presence/absence
(like vegetation, topography, snow cover) can be mapped
fairly from remote sensing data. The correlative relationship
between these environmental factors and permafrost is
exploited to get indirect information about subsurface
permafrost (e.g., Etzelmuller et al. 2001, 2006, Frauenfelder
etal. 1998, Jorgenson & Kreig 1988, Leverington & Duguay
1996, 1997, Morrissey et al. 1986, Peddle 1991, Peddle &

Franklin 1993). Distribution of permafrost in discontinuous
permafrost zones is strongly influenced by local climate,
topography (elevation, slope, and aspect), local hydrology,
vegetation cover, geology, and seasonal snow cover (e.g.,
Smith 1975, Goodrich 1982). Vegetation cover is one of
the best indicators of spatial distribution of permafrost and
relative thickness of active layer in discontinuous permafrost
zones (Duguay et al. 2005). Hence, detailed vegetation
mapping is critical in mapping near-surface permafrost.

Methods

Fieldwork was carried out during summer 2007 along the
Alaska Highway between Lisa Lake and Dot Lake (Fig. 1).
We visited different vegetation, topographic, and geologic
settings, and collected data on active layer depth, soil type,
moss layer thickness, and vegetation type. We sampled a
total of 155 locations using a frost probe for active layer
depth measurements and a soil auger to reveal the soil profile
in the top 1.5 m.

The most widely accepted definition of permafrost is
“any ground that remains frozen for at least two consecutive
years” (French 2007). However, in this study, we adopted
the permafrost definition by Brown (1967) and French
(1976) that define “ground remaining frozen (at or below
0°C) throughout at least one summer” as permafrost. We
also assume the depth to frozen ground measured using a
frost probe in the field as active layer depth.

Absence of ice in well-drained sandy soil makes it
impossible to measure active layer depth using a frost
probe. In such situations, soil temperature is the only criteria
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Table 1. Classification accuracy totals. For a brief description of classes (superscript 1-11), please refer to text.

Class Name Reference totals Classified totals Number correct Producer’s accuracy  Kappa statistics
(%)

'Thick spruce 15 15 15 100 1.00

Spruce 64 63 62 96.88 0.98

3Spruce & Willow 43 41 35 81.4 0.82

“Birch & Spruce 34 31 31 91.18 1.00

Deciduous 22 22 16 72.73 0.70

®Aspen 20 25 19 95 0.74

'Alpine Vegetation 5 6 5 100 0.83

$Grassland 16 11 10 62.5 0.90

*Turbid river water 13 13 13 100 1.00

"Lake 15 15 15 100 1.00

"Exposed surface 5 10 4 80 0.38

Totals 252 252 225 89.29 0.87

- 1 Esun i commercially available image processing software package
BFk » (Schowengerdt 1983, ERDAS Imagine 2005). We classified
8 R | EART the SPOT scenes into eleven land cover classes. These
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Figure 1. Study area extends from Lisa Lake to Dot Lake along
the Alaska Highway. It is a small section of DGGS’ proposed gas
pipeline corridor study.

to define active layer depth. Hence, we installed Hobo
temperature data loggers at 14 selected locations to record
soil temperature. The temperature loggers are logging in
their first year, and we have not used temperature data in
the analysis. These temperature data will be used to estimate
thetemperature at any depth and eventually to estimate the
active layer depth (Williams & Smith 1989).

We used SPOT 5 multispectral data that has four spectral
bands in visible and near infrared (IR) range (Green:
500-590 nm; Red: 610-680 nm; NearIR: 780-890 nm;
SWIR: 1580-1750 nm) for land cover classification. Two
rectangular scenes covering the study area were clipped
from original SPOT scene (acquired on June 30, 2003) that
was ortho-rectified and fused with the 2.5 m panchromatic
band to improve the spatial resolution of multispectral data
(Pohl & Van Genderen 1998). Classification was done using
a combination of both unsupervised and supervised signature
in a maximum likelihood classifier using ERDAS Imagine, a

include 1) very dense stands of both black spruce and white
spruce; 2) relatively less dense than thick spruce stands; 3)
mostly observed in valleys, where spruce is widespread and
willows generally grow near small water channel or creek;
4) mix of birch and spruce, generally observed in north
facing slope, most prominent forest type in interior Alaska;
5) mix stands of deciduous trees including balsam poplar,
willow, alder and birch; 6) stands of aspen vegetation only;
7) small alpine plants (e.g., mountain avens, dryas, sage,
etc.); 8) open areas filled with grass; 9) flowing river water
with heavy sediment loads; 10) standing water body; and 11)
includes different types of bare surfaces (bed rock surfaces,
bare surfaces on steep slopes, cut slopes surfaces on foot
hills, soils, gravel quarry). Reference totals are the reference
pixels selected randomly on the classified image for which
actual classes are known. Classified totals are the pixels
classified as a particular class by the classification process.
Two hundred fifty-two randomly generated points were used
to assess the classification accuracy. The superscripts 1-11
in Table 1 refer to the eleven land cover classes described
above.

We generated an equivalent latitudes map of the study area
from slope and aspect images using 60 m (pixel size) Digital
Elevation Model (DEM). Equivalent latitude is an index
of long-term potential solar beam irradiation on a surface
(Lee 1962). A close relationship exists between equivalent
latitude and presence or absence of permafrost, vegetation
assemblages, and thaw depth (Dingman 1970, Koutz &
Slaughter 1973).

We used the following equation to calculate equivalent
latitude (Okanoue 1957):

@' =sin'(sink - cos h-cos@ +cosk -sin 8) )

where k is the slope of the surface, /4 is the aspect of the
surface, 0 is the actual latitude of the area, and 0' is the
equivalent latitude of the area.
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Results and Discussion

The study area is classified into eleven land cover classes,
including eight vegetation classes using a combination of
both unsupervised and supervised signatures in a maximum
likelihood classifier (Fig. 2). For classes 1, 2, 3, 4, 5, and
9, signatures obtained from unsupervised classification were
used. For classes 6, 7, 8, 10, and 11, the following numbers
of training areas were used in classification 120, 46, 214, 76,
and 44, respectively (Table 1). We assessed the classification
results using field records, field photographs and in
consultation with DGGS scientists. A team of geologists
from DGGS did a detailed geologic mapping of the study
area as part of the “Alaska Gas Pipeline Corridor” project.
Classification results yield an overall accuracy of 89.29% and
overall Kappa statistics (Congalton 1991) of 0.87 (Table 1).
Classification results of four land cover classes (thick spruce,
alpine vegetation, turbid river water, and lake) show 100%
accuracy whereas grassland class shows lowest accuracy
(62.5%) owing to overlap of spectral signature of grassland
and exposed surface classes in visible and near IR bands.
Both the grassland and exposed surfaces classes have high
digital number (DN) values in all the visible bands. High
DN values for exposed surfaces in all the visible bands are
obvious, but high DN values for grassland is most likely due
to the summer timing of image acquisition (June 30, 2003).
During field survey we found that grasslands are mostly
dominant in open drained lake beds, and towards the middle
of summer lot of grass stems became dry. At the same time
the upper soil surface was also very dry. Therefore, the high
digital values of grasslands in all the visible bands might be
due to the combined effect of dry soil and dry grass stems.

Field sampling in different vegetation settings during
summer 2007 revealed that tussocky areas with short,
scattered black spruce were characterized by permafrost with
shallow active layer depth (less than 50 cm); birch, tall black
spruce, and white spruce were found in areas characterized
by deeper active layer (greater than 50 cm); and aspen and
mixed deciduous vegetation dominated where the upper 1.5
m was unfrozen.

Dividing the classified vegetation map into two elevation
units reveals that valleys and floodplain deposits of the low
elevation unit (<500 m a.s.l.) are dominated by spruce trees
and tussocks. Analysis of the high elevation unit (>500 m
a.s.l.) with respect to slope and aspect reveals the dominance
of mixed birch and tall spruce on north- and west-facing
slopes. Aspen and mixed deciduous trees are generally found
in south- and east-facing slopes in well-drained conditions.

On the basis of equivalent latitude values, we classified
the study area into three distinct zones. All south-facing
slopes have equivalent latitudes less than 60°. Relatively
flat floodplain, moraine, and eolian deposits have equivalent
latitudes between 63—65°. All north-facing slopes are
characterized by equivalent latitudes greater than 65°. The
result of integrated analysis of vegetation map, equivalent
latitude map and field observation is summarized in
Table 2.

Table 2. Interpretation of integrated analysis of vegetation map,
equivalent latitude map, and field observations.

Topography Equivalent  Vegetation Depth to
latitude (°) frozen ground
(Summer
2007)
Valleys and Scattered and/  Less than 50
flood plain 63 - 65 or drunken cm.
deposits short black
(<500 m asl) spruce
North facing  Greater Tall black and ~ Greater than
slopes than 65 white spruce, 50 cm
(>500 m asl) birch
South facing  Less Deciduous None/deeper
slopes than 60 (aspen, than 1.5 m
(>500 m asl) poplar,
willow etc.)

Our findings suggest that equivalent latitude greater than
63° is permissive of permafrost in the study area. This is in
close agreement with the findings of Dingman (1970) and
Koutz & Slaughter (1973). Dingman (1970) showed that in
the elevation range of 256494 m for Glenn Creek watershed,
the permafrost/non-permafrost boundary lay between the 60°
and 65° equivalent latitude isopleth lines. Koutz & Slaughter
(1973) found a marked correspondence between soils with
permafrost and the area above 65° equivalent latitude; and
soils without permafrost with equivalent latitude isopleths
below 60°.

In the prevailing climatic conditions the high variability
of active layer depth

(X £5=65.61+19.72 cm;

where X is sample mean; s is standard deviation of sample is
attributed to difference in soil types, moss layer thickness, and
local geology. Thus, even though the equivalent latitude of
north-facing slopes is more northerly than that of the valleys
and flood plains, the active layer tends to be deeper due to
soils which are generally less silt-rich and well drained.

Conclusions

The applied remote sensing technique in combination
with in situ measurements has considerable potential for use
as a tool in regional-scale permafrost mapping. We exploited
the correlative relationship between surface parameters and
permafrost to gain a preliminary understanding of permafrost
distribution in the study area. Tussock land with scattered
short black spruce tree and a thick moss layer is a potential
indicator of permafrost with shallow active layer depth. At
the higher elevation unit (>500 m a.s.l.) birch, tall black
spruce and white spruce are dominant in north- and west-
facing slopes characterized by a relatively deeper active
layer. Broad-leaved, deep rooted deciduous vegetation in
south- and east-facing slopes in well-drained soil condition
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Figure 2. Land cover classification map of George Lake area. Eleven land cover classes including eight vegetation classes were mapped from
SPOT multispectral data (acquired on June 30, 2003) in supervised maximum likelihood classifier. White dots represent the sampled locations
for permafrost investigations, vegetation distribution, and field data collection.

indicates absence of near-surface permafrost. Equivalent
latitude values for the permafrost and non-permafrost portion
of the study area also supports the accepted generalization
that near-surface permafrost is present under north-facing
slopes and absent under south-facing slopes. However, we
do not rule out the possibility of deeper permafrost in south-
facing slopes. In the prevailing climate conditions, high
variance of active layer depth is attributed to different soil
types and moss layer thickness.
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Abstract

A probe containing a series of electrodes spaced at regular intervals was used to monitor electrical potentials developed
across the freezing front during permafrost aggradation at depth in the talik of the Illisarvik drained lake bed. Data
were collected from 2000 to 2007. The electrode located at the freezing interface showed a peak electrical potential,
commonly of tens of mV, when measured with respect to reference electrodes in the unfrozen or the completely frozen
region. The location of the freezing front was consistent with temperature measurements using thermistors installed
at these depths. This experiment suggests that, with proper electrode probes and frequent measurements, electrical
freezing potentials can be used for monitoring the movement of the freezing front in permafrost areas.

Keywords: freezing potential; Illisarvik; permafrost aggradation.

Introduction

The development of electrical freezing potentials across
freezing interfaces in aqueous solutions and moist soils has
been studied for the past five decades (e.g., Workman &
Reynolds 1950). The potentials arise due to charge separation
during phase change of water and selective incorporation
in the frozen and unfrozen regions of H* and OH" ions in
pure water and other cations and anions in solutions and
soils. Early measurements of freezing potentials in water
and dilute solutions, as well as in soils, have been reviewed
by Parameswaran (1982) and Parameswaran et al. (2005).
Field measurements of such potentials developed during
permafrost aggradation were presented by Parameswaran
& Mackay (1983, 1996), during thawing of the active layer
by Parameswaran et al. (1985), and during freezing of lake
water by Burn et al. (1998).

During freezing, liquid water migrates to the freezing
interface, especially in fine-grained silty and clayey soils
(Williams & Smith 1989). An electrical field developing at
the freezing front will enhance the drift of unfrozen water,
leading to accumulation of ice at the freezing interface
(Hoekstra & Chamberlain 1963, Nersesova & Tsytovich
1966). Such geo-electrical potentials may also affect the
cathodic protection of buried pipelines and other utilities.
The purpose of this paper is to present recent measurements
of electrical potentials made at depth during freezing of
the talik at the Illisarvik drained-lake experiment, near the
western Arctic coast of Canada (Figs. 1, 2).

Illisarvik

A field experiment to drain a lake and to study the
aggradation of permafrost in a natural arctic environment
was conceived by Professor J.R. Mackay in the 1960s
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Figure 1. Location of Illisarvik (Mackay & Burn 2002a, Fig. 1,
reproduced with permission of NRC Research Press).

(Mackay 1997). Illisarvik Lake, on the west coast of
Richards Island, Northwest Territories, was 600 m long
and 300 m wide, with a depth mostly between 2 and 3
m, and at the deepest point, over 5 m. Most of the lake
bottom remained unfrozen throughout the year, and at the
midpoint, the depth of the sublake talik was 32 m (Hunter
et al. 1981). The lake was drained on 13 August 1978. After
drainage, permafrost started to grow downwards and from
the sides of the talik into the lake sediments, and since then,
permafrost has been aggrading at the center of the lake by
gradual freezing of the ground (Mackay 1997). Field studies
have been conducted at the site on a continuing basis into
several topics including growth of permafrost, development
of ground ice, development of the active layer, pore-water
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Figure 2. Aerial view of Illisarvik (Mackay & Burn 2002b, Fig. 2,
reproduced with permission of NRC Research Press).

expulsion, electrical freezing potentials developed during
permafrost growth, and other geophysical effects (see Burn
& Burgess 2000).

By 1995 the talik was at -0.2°C or below, but surface
evidence of pore-water expulsion, in the form of an annual
ice dome on the residual pond near the center of the lake bed,
has indicated that the talik is not frozen (Mackay 1997). The
top of the ice dome has been up to about 1 m higher than
the surrounding pond ice between 1995 and 2007. Water
collected from beneath the ice dome in late winter 2000 may
be indicative of the solute concentrations in the groundwater
of the unfrozen talik. Measured concentrations of major ions
were (mg/L): Na" 1000; C1-2000; Ca'* 460; Mg'" 470; K*
51. The total dissolved solids were measured at 6700 mg/L.
The conductivity of the water was 6 mS/cm. Similar data are
presented by Mackay (1997).

Freezing Potentials at Illisarvik

The deposits in the lake bed consist of 2 to 4 m of fine-
grained, organic-rich lake sediments over medium- to fine-
grained sand. Permafrost was established in these deposits
during the first winter following drainage, and by 1981 the
ground had frozen to a depth of about 5.65 m. In June 1981,
an electrode probe, about 10 m long, was installed at the
center of the lake, with 21 ring electrodes placed around the
bottom 3 m of the probe and spaced 150 mm apart. While
the freezing front advanced downwards, a small electrical
potential (a few hundred mV up to 1 V) developed at each
electrode, as the freezing front crossed that location. These
measurements, carried out over 15 months, were reported by
Parameswaran & Mackay (1983).

The conclusion from this early field measurement, during
relatively rapid ground freezing, was that progress of the

freezing front could be monitored with suitable electrodes
installed atregular intervals. Between March 1981 and August
1982, the freezing front advanced from electrode location
15 down to electrode location 11, about 0.6 m downwards.
This was confirmed by temperature measurements near the
electrode locations. It is important to note that at this stage of
the field experiment, the temperature gradient in the frozen
ground was relatively steep, and there was little temperature
depression below 0°C within the talik (Mackay 1997). As
a result, the freezing front was relatively well-defined in
physical terms. The thermo-physical conditions were quite
different by 1998 when the investigation reported here began
(e.g., Mackay 1997).

Field Methods

Drilling in the center of Illisarvik in August 1998 indicated
that the ground was at least partially frozen to a depth of
13.5 m. In August 1999, a hole was drilled by water jet in
the center of the drained lake bed, and an electrode probe
was inserted to a depth of 16 m. Water-jet drilling does not
provide undisturbed samples from the hole, but it is possible
to interpret a generalized stratigraphy from the soil materials
returned uphole, the behavior of the pipe during drilling, and
the resistance of the ground to the drill. A thermistor cable
was placed in a second hole, approximately 3 m from the
first. The cable was installed in a casing of 1-in steel pipe.
We have found that near the ground surface the steel pipe is
sufficiently robust to withstand environmental stresses in a
field context, while PVC pipes we have installed have lasted
only a few years before being damaged.

The stratigraphy at the site comprised the active layer,
about 0.8 m thick, lying on top of hard frozen organic
lake sediments. Below 4.3 m depth the ground was not as
well bonded, and below 13.5 m the ground was unfrozen.
Temperature profiles from August 2000 and 2005 for the
upper 18 m at the lake center are presented in Figure 3.

Probe Design

Figure 4 presents a schematic diagram of the electrode
probe. The top 2 segments of the probe consisted of 1-in
steel pipe, each 2 m long. Below that were 6 schedule 80
PVC pipes, each also 2 m long. All the pipes were threaded
at both ends to fit joining couplings. Below these 8 lengths
was a 1-m long PVC pipe with a conical plug at the bottom.

Ten ring electrodes made of gold-plated copper strips,
12.5 mm wide and about 1 mm thick, were placed around
the PVC tubes at various intervals. Most of the electrodes
were located in the unfrozen zone below 13.5 m on the
PVC pipe #6, but 1 electrode (E1) was located in the hard
frozen zone (on PVC pipe #1), and 2 (E2 and E3) were in the
partially frozen ground, E2 on PVC pipe #2 and E3 on pipe
#4. Electrodes E4 to E10 were on pipe #6 (Fig. 4).

Coaxial cables of sufficient length were soldered to the
ring electrodes and fed through the hollow center of the
tube assembly. The ends were stored above ground in a pipe
nipple connected to the top of the uppermost steel pipe.



PARAMESWARAN AND BURN 1365

Temperature (°C)

-3 -2 -1 0
0 : ' ' ' ' 0
2 -2
: 21 August 2000
4 - - 4
6 - 6
81 -8
é ] L
£ 10 - 10
o
] - L
a
12 4 24 August 2005 - 12
14 4 - 14
16 - - 16
18 - 18
20 - - T T 20

T
-3 -2 -1 0
Figure 3. Ground temperature profiles at the center of Illisarvik, 21

August 2000 and 24 August 2005, showing evolution of the ground
thermal regime during the study period.

During field visits throughout the year between 1999 and
2007, the electrical potentials developed at each electrode
were measured with respect to the unfrozen ground at
electrode E10 as well as the frozen ground at electrode El.
The potentials (in mV) were measured by multimeter with a
sensitivity of 0.01 mV.

Results

Data collected up to March 2006 indicated a peak potential
within the interval between E4 (13.5 m depth) and E10 (14.4
m depth). After this date, in August 2006 and April, June,
and August 2007, the measurements provided no trend with
depth, and the potentials at most electrodes tended to 0 mV
shortly after connection.

Figure 5 presents data from 12 June 2001, showing a
typical set of measurements for E4 to E10. In general, the
potential at E1 was positive with respect to E10 throughout
the period of measurement. The plot shows the potentials at
each electrode as a function of depth.

A peak is observed at electrode E6, at a depth of 13.8
m below the ground surface, indicating the location of the
freezing front. Both curves, with reference to E1 or E10,
follow the same trend and show the peak at the same location.
Figure 6 shows similar measurements from 20 August 2001,
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Figure 5. Electrical potential profiles from 12 June 2001.

when, again, the peak was recorded at electrode E6.

Figure 7 shows the readings taken on 14 April 2003. The
peak potential had advanced to electrode E9, at a depth
of 14.25 m below the ground surface. This suggests that
between June 2001 and April 2003, the locus of electrical
potential advanced downwards from 13.8 m to 14.25 m.
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Figure 7. Electrical potential profiles from 14 April 2003.

However, measurements taken on 20 June 2004 showed
considerable variation of potentials at the electrodes at
different depths (Fig. 8), with the peak occurring at electrode
E9 at a depth of 14.25 m below the ground surface. During
the period of measurement, data similar to the profile in
Figure 8 were collected on several occasions, but normally
the profiles presented one distinct peak potential. The peak
potential was measured at E8 or E9 between April 2002 and
March 2006.
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Figure 8. Electrical potential profiles from 20 June 2004.

Figure 9 is a plot of the location of the freezing front
with time (as estimated from the peak electrical freezing
potentials measured on the electrodes) and the variation of
the temperature of the ground between 2000 and 2005. The
lower curve shows the temperatures at a depth of 14.0 m
and the upper one at 15.5 m. The peak potential in June and
August 2001 was at electrode location E6, at a depth of 13.8
m. The temperatures measured by the thermistors installed
in this region of the ground were -0.29°C to -0.30°C at a
depth of 14 m and -0.20°C to -0.22°C at a depth of 15.5 m.
In April 2002, the temperature at 14 m depth was -0.34°C
and the peak potentials were observed on electrodes ES8
and E9, at depths of 14.1 and 14.25 m, respectively. The
temperature at the depth of 15.5 m was -0.18°C, in the
unfrozen region of the ground. These data suggest that the
peak potential developed at a temperature of about -0.3°C,
for the temperature at 14 m, was between -0.3°C and -0.4°C
when the peak was measured at depths between 14.1 m and
14.25 m. The pattern illustrated in Figure 8 and the persistence
of potentials in the profile lower than the peak value, both
above and below the location of the peak, indicate that the
freezing front is not a distinct feature at the scale of these
measurements (intervals of 15 cm). Instead, there is likely
a freezing zone, with some temperature depression, within
which the potentials develop. The stratigraphic interpretation
from the drilling record indicated partially frozen ground
from depths of 4.3 m to 13.5 m (Fig. 4). The measurements
presented here suggest that there is a concentration of solutes
close to the temperature of ice nucleation in the soil, leading
to development of a potential by charge separation. In turn,
this suggests that there is a relatively restricted area where
solute effects are focused, in comparison with the 9 m of
partially frozen ground.
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Figure 9. Location of the freezing front interpreted from peak potentials and proximal ground temperatures at depth in the talik at Illisarvik,

2000-2005.

Assuming a freezing point depression of about 0.2°C to
0.25°C due to the solutes present in the groundwater at these
depths, we can assume electrode ES is at the freezing front,
and the electrode potential measurements indicate this. By
January 2003, the temperature at 14 m depth was less than
-0.35°C. The peak freezing potentials were observed on
electrode E9, at a depth of 14.25 m. As shown by the upper
curve in Figure 9, the temperature at the depth of 15.5 m was
still around -0.2°C, the temperature measured after drilling,
when it was determined to be unfrozen.

Measurements after March 2006 showed considerable
oscillations in the profile, and very low absolute voltages,
indicating probably that the freezing front had advanced
below the lowest electrode in the assembly. Similar patterns in
the measured profile were also observed in the measurements
reported by Parameswaran & Mackay (1983), when all the
electrodes were embedded in the frozen soil. This could be
the effect of shorting the circuit, as the measuring electrode
and the reference electrode were both embedded within the
same frozen system. Laboratory observations of the shorting
potentials were reported by Parameswaran et al. (2005).

Conclusions

Electrical freezing potentials were observed at electrodes
positioned at the freezing interface in the talik of the Illisarvik
drained lake. The location of the peak electrical
potential indicated its development at a temperature of about
-0.3°C. The principal results are:

(1)  Electrical potentials can be measured during
permafrost aggradation. The potential is permafrost
positive.

(2)  The potential is on the order of tens of mV.

(3) The potential may develop below 0°C, perhaps

indicating the nucleation temperature of ice in
groundwater.

With proper electrode probes and with more frequent
measurements, electrical potential probes can be used for
monitoring the movement of the freezing front in permafrost
areas.

Acknowledgments

The research has been supported by the Natural Sciences
and Engineering Research Council of Canada, the Polar
Continental Shelf Project of Natural Resources Canada, and
the Aurora Research Institute. We thank Larry Boyle for
manufacturing the probe, and A. Burn, D. Riseborough, and
J.R. Mackay for assistance during installation. D. Esagok
and L. Kutny have provided assistance with measurements
throughout the project. We also thank Don Hobbs, Peter
Richards, and Michelle Gagnon of the Institute for Research
in Construction, National Research Council Canada, for
preparation of Figures 3 through 9. The National Research
Council of Canada Research Press kindly gave permission to
reproduce Figures 1 and 2. This paper is Polar Continental
Shelf Project contribution number 00808.

References

Burn, C.R. & Burgess, M.M. 2000. The Illisarvik
Bibliography. www.nwtresearch.com/illisarvik

Burn, C.R., Parameswaran, V.R., Kutny, L. & Boyle, L. 1998.
Electrical potentials measured during growth of lake
ice, Mackenzie Delta area, N.-W.T. Proceedings of
the Seventh International Conference on Permafrost,
Yellowknife, N.W.T., June 23-27, 1998: 101-106.

Hoekstra, P. & Chamberlain, E. 1963. Electro-osmosis in
frozen soils. Nature 203: 1406.



1368 NINTH INTERNATIONAL CONFERENCE ON PERMAFROST

Hunter, J.A., MacAulay, H.A., Gagné, R.M., Burns, R.A.,
Harrison, T.E. & Hawkins, J.P. 1981. Drained lake
experiment for investigation of growth of permafrost
atIllisarvik, Northwest Territories —initial geophysical
results. /n Current research, part C. Geological Survey
of Canada, Paper 81-1C, 67-76.

Mackay, J.R. 1997. A full-scale field experiment (1978-
1995) on the growth of permafrost by means of lake
drainage, western Arctic coast: a discussion of the
method and some results. Canadian Journal of Earth
Sciences 34: 17-33.

Mackay, J.R. & Burn, C.R. 2002a. The first 20 years (1978/79
to 1998/99) of ice-wedge growth at the Illisarvik
experimental drained lake site, western Arctic coast,
Canada. Canadian Journal of Earth Sciences 39: 95-
I11.

Mackay, J.R. & Burn, C.R. 2002b. The first 20 years (1978/79
to 1998/99) of active-layer development, Illisarvik
experimental drained lake site, western Arctic coast,
Canada. Canadian Journal of Earth Sciences 39:
1657-1674.

Nersesova, Z.A. & Tsytovich, N.A. 1966. Unfrozen water
in frozen soils. Permafrost, Proceedings of the
First International Conference, Lafeyette, Indiana,
November 11-15, 1963: 230-234.

Parameswaran, V.R. 1982. Electrical freezing potentials in
water and soils. Proceedings of the Third International
Symposium on Ground Freezing, Hanover, NH, June
22-24, 1982: Vol. 2, 83-89.

Parameswaran, V.R.&Mackay,J.R.1983.Fieldmeasurements
of electrical freezing potentials in permafrost areas.
Proceedings of the Fourth International Conference
on Permafrost, Fairbanks, Alaska, July 17-22, 1983:
Vol. 1, 962-967.

Parameswaran, V.R. & Mackay, J.R. 1996. Electrical
freezing potentials measured in a pingo growing in
Western Canadian Arctic. Cold Regions Science and
Technology 24: 191-203.

Parameswaran, V.R., Johnston, G.H. & Mackay, J.R. 1985.
Electrical potentials developed during thawing of
frozen ground. Proceedings of the Fourth International
Symposium on Ground Freezing, Sapporo, Japan,
August 5-7, 1985. Vol. 1, pp. 9-16.

Parameswaran, V.R., Burn, C.R., Profir, A. & Ngo, Q. 2005.
A note on electrical freezing and shorting potentials.
Cold Regions Science and Technology 41: 83-89.

Williams, P.J. & Smith, M.W. 1989. The Frozen Earth:
Fundamentals  of  Geocryology.  Cambridge:
Cambridge University Press, 360 pp.

Workman, E.J. & Reynolds, S.E. 1950. Electrical
phenomena occurring during the freezing of dilute
aqueous solutions and their possible relationship to
thunderstorm electricity. Physical Review 78: 254-
259.



Managing Permafrost Data: Past Approaches and Future Directions

Mark A. Parsons
World Data Center for Glaciology, Boulder, USA

Sharon L. Smith
Geological Survey of Canada, Ottawa, Canada

Vladimir E. Romanovsky
University of Alaska Fairbanks, USA

Nikolai I. Shiklomanov
University of Delaware

Hanne H. Christiansen
The University Centre in Svalbard, UNIS, Norway

P. Paul Overduin,
Alfred Wegner Institute, Potsdam, Germany

Tingjun Zhang
National Snow and Ice Data Center, Boulder, USA
Megan R. Balks
University of Waikato, Private Bag 3105, Hamilton, New Zealand

Jerry Brown
International Permafrost Association, Woods Hole, USA

Abstract

The International Permafrost Association (IPA) has a long history of data management. Notable achievements include
the establishment of a Global Geocryological Data (GGD) system and the publication of the Circumpolar Active-layer
Permafrost System (CAPS) compilations. At the same time, the IPA has struggled to maintain continual stewardship of
permafrost and related data with sustained support. Activities as part of the International Polar Year will significantly
increase data holdings and will required renewed emphasis on data description, preservation, and integration with

other disciplines.

Keywords: data management; frozen ground; GGD; IPA; IPY; permafrost.

Introduction

Permafrost and seasonally frozen ground data and
information are critical for fundamental process understanding,
environmental change detection, impact assessment, model
validation, and engineering applications. The International
Permafrost Association (IPA) has long emphasized the
importance of these data and has encouraged ongoing data
sharing and management through the Global Geocryological
Data (GGD) system. The GGD is an internationally distributed
system linking investigators and data centers around the
world and was proposed by Barry et al. (1995). The World
Data Center (WDC) for Glaciology at Boulder has historically
acted as central node of the GGD and has published two
compendiums of permafrost related data: Circumpolar
Active-Layer Permafrost System (CAPS) Version 1 and the
substantially updated Version 2 (IPA DIWG 1998, IPA SCDIC
2003).

Data advertised through the GGD and published on CAPS
include information on borehole parameters, soil temperature,
cryosols, and climatology as well as maps, metadata, and
bibliographies. Data come from diverse international sources,
but data produced by IPA projects have always been prominent

in the collections. These products include benchmark maps
such as the Circum-Arctic Map of Permafrost and Ground-Ice
Conditions (Brown et al. 1998) as well as data and metadata
from ongoing IPA programs such as the Global Terrestrial
Network for Permafrost (GTN-P), the Arctic Coastal
Dynamics (ACD) program, and the Antarctic Permafrost
and Soils (ANTPAS) project. These IPA programs continue
to produce important data with a burst of new activity in the
International Polar Year (IPY). Another area of potential data
growth is through satellite remote sensing.

While the GGD has succeeded in capturing and describing
many important data resources, it has been an ad hoc activity
without sustained support for ongoing data collection and
stewardship. There is a critical need to sustain data stewardship
activities throughout the entire data lifecycle. Note, data
stewardship is a broader concept than data management. It
can be defined as “all activities that preserve and improve the
information content, accessibility, and usability of data and
their associated metadata” (NRC 2008). Correspondingly, the
concept of a data lifecycle reflects how data are continually
evaluated, improved, and maintained for archiving until
retired or discarded.
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The GGD is linked to the broader IPY Data and Information
Service (IPYDIS), which works with the Scientific
Committee on Antarctic Research (SCAR) and International
Arctic Science Committee (IASC) to establish a lasting
polar data infrastructure. The IPA seeks to contribute to
this international effort by capturing the burst of permafrost
data collection during IPY, and ensuring the preservation of
past data in a new CAPS Version 3 compilation. The IPA
also seeks to develop a more sustainable data collection
and stewardship strategy through linkages to other relevant
international programs including the intergovernmental
Group on Earth Observations (GEO).

Global Geocryological Data

The need for a consistent and comprehensive permafrost
datamanagementhaslongbeenrecognized. In 1983,the U.S.
National Research Council called for greater coordination
andaspecialized permafrostdataclearinghouse (NRC 1983).
In 1988, the WDC for Glaciology at Boulder organized
a workshop in Trondheim, Norway in conjunction with
the Fifth International Conference on Permafrost (Barry
& Brennan 1989). This workshop, coupled with a paper
presented by Roger Barry (1988), led to the establishment
of a Data and Information Working Group within the IPA
and established the overall IPA data strategy. The strategy
was refined based on an international survey of permafrost
data holdings (Barry & Brennan 1993) and culminated
in the establishment of the GGD and the first CAPS
compilation for the Seventh International Conference
on Permafrost, SICOP, in 1998. Furthermore, delegates
to the SICOP International Conference recognized the
importance of continuity in data and information activities,
and the existing Working Group was reestablished as a
permanent Standing Committee on Data Information and
Communication (SCDIC) during the Twelfth IPA Council
Meeting at SICOP in Yellowknife, Canada.

The 1998 CAPSI included 56 datasets and an additional
89 metadata descriptions for products held elsewhere
around the world. In late 2002, the newly established Frozen
Ground Data Center (FGDC) at the WDC for Glaciology
at Boulder in collaboration with the International Arctic
Research Center published the contents of CAPS online
at the FGDC web site and began updating and adding to
the CAPS collection to create CAPS Version 2. CAPS2
expanded the scope of CAPS by including data and
information for seasonally frozen ground regions from
in-situ measurements, satellite remote sensing, and model
outputs and included data and metadata for more than 200
datasets. More comprehensive data documentation was
also written.

Since the publication of CAPS2, the FGDC has published
several other datasets. These additions include important
historical data (Oberman & Kakunov 2004), maps
(Sodnom & Yanshin 1990), and long-term, broad-scale
time series of seasonally frozen soil parameters (Zhang et
al. 2005). These products are available through the FGDC

web site. Data will remain available until the next major
media migration or system upgrade at the WDC, at which
point the FGDC distribution will need to be retired, unless
continued funding can be identified.

In many ways, the history of the GGD parallels the
evolution of digital data management in general. Initial
bibliographic efforts grew into data compilation and
recording efforts. Standard metadata formats were created
and implemented. Central catalogs describing distributed
data were created. Media and distribution methods
evolved.

In some ways the GGD was at the forefront of
developments in data management. For example, CAPSI
included specific citations for all datasets and urged
investigators to formally cite data use as they would any
other publication. This practice is just now gaining wide
spread acceptance as is evident in the IPY Data Policy
and increasing acceptance of data citations by leading
journals.

On the other hand, the GGD has been largely an ad hoc
effort punctuated by intense activity around the CAPS
compilations. This contrasts with the increasing recognition
of the importance of continual data stewardship and full
lifecycle data management (USGCRP 1999, NRC 2008).
For example, part of the effort of updating CAPS was to try
and contact the investigators and institutions holding the
89 GGD products described but not contained on CAPSI.
Unfortunately, 45 of the 89 products were not readily
accessible and may no longer be available. The potential
loss of these data highlights the need for continued support
of data management for the permafrost community.

The IPA through its SCDIC needs to evolve its data
strategy and the general GGD system to more actively
acquire current datasets, rescue data at risk of loss,
ensure the planned migration of investigator held data to
more permanent archives, and address the growth of data
resulting from the burst of IPA activity as part of the IPY.

IPA Programs and the IPY

A summary of the major IPA activities since its formation
in 1983 is presented in these proceedings (Brown et al. 2008).
In addition to mapping, bibliographic, and terminology
projects, the main IPA focus has been on broad, coordinated
international field programs. Individual national sponsors fund
each program, but the field efforts are unified through IPA
coordination of site documentation, data collection methods,
and metadata descriptions. Each program has its own data
management structure that can be considered a node of the
GGD, while metadata should be broadly shared to facilitate
discovery across the GGD. IPA programs include:

* The Global Terrestrial Network for Permafrost (GTN-P),
which includes both boreholes and active layer sampling
protocols.

* The Arctic Coastal Dynamics (ACD) project.

» Northern Circumpolar Soil Carbon Database (NSCD)
(Tarnocai et al. 2007).
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* Each IPA program is linked to IPY approved and
coordinated projects including “Permafrost Observatory
Project: A Contribution to the Thermal State of Permafrost”
(IPY project #50), “Arctic Circum-Polar Coastal Observatory
Network (ACCO-Net)” (IPY 90), “Antarctic and sub-Antarctic
Permafrost, Periglacial and Soil Environments” (IPY 33),
“Carbon Pools in Permafrost Regions” (IPY 373), and the
Russian project, “Response of Arctic and Subarctic soils in a
changing Earth: dynamic and frontier studies” (IPY 262).

Global Terrestrial Network for Permafrost

The GTN-P consists of two components: the Thermal
State of Permafrost (TSP) and the Circumpolar Active Layer
Monitoring Network (CALM) (Burgess etal. 2000). Together
they are contributing to the Global Earth Observation System
of Systems and the UN Framework Convention on Climate
Change through the Global Terrestrial Observing System.

The TSP component of GTN-P consists of a network of
boreholes, in which permafrost temperatures are measured.
The network currently consists of over 300 boreholes with
many new sites to be established during IPY. This network
is built on a number of regional networks. Boreholes range
in depth from a few meters to greater than 100 m with record
lengths of up to three decades. Data collected from this
network has provided important information on the change
in permafrost temperature over time and are important
contributions to major regional and global assessments
(ACIA 2004, IPCC 2007, UNEP 2007).

TSP borehole metadata (site descriptions) and summary
permafrost temperature data are accessible through the
GTN-P web site hosted by the Geological Survey of Canada
(GSC). A major goal for IPY is to provide a “snapshot”
that describes the thermal state of permafrost for a specific
time period. This snapshot can serve as a baseline for the
assessment of the rate of change of permafrost conditions
and can be used to validate climate model scenarios and to
support process research to improve our understanding of
permafrost dynamics.

Two national programs within the TSP project illustrate
the project scope and its data management challenges. The
TSP Norway project plans to establish the North Scandinavia
Permafrost Observatory around 70°N, covering a transect
from maritime northern Norway into northwestern Sweden
and Finland. The Svalbard Nordenskiold Land Permafrost
Observatory around 78°N is already being established.
Both observatories deliver borehole temperatures, active
layer thickness, meteorological, and periglacial process
data from different permafrost landforms. All these data
will be organized in the NORPERM database located at the
Norwegian Geological Survey. The aim is to also include
earlier permafrost and periglacial data from all of Norway
and Svalbard in the database. Data from NORPERM shall
also be available to others through the GTN-P.

The Canadian Permafrost Monitoring Network coordinated
by the GSC consists of over 100 monitoring sites maintained
by government agencies and universities. Sites are largely
concentrated in the western Arctic (Mackenzie Valley and

Delta), northern Quebec, with a few sites in the high Arctic.
During IPY, scientists intend to establish new monitoring
sites in northern Manitoba, Yukon and Nunavut Territories
as part of the TSP project.

The Canadian network maintains a web site that links to
the GTN-P web site and provides access to metadata for
both active layer and permafrost thermal monitoring sites
and summary data. Linkages with the Canadian cryospheric
community are through the Canadian Cryospheric
Information Network. Canada’s contribution to the IPY will
be a standardized set of permafrost temperatures collected
during IPY that will be compiled into a digital database to be
released through the web site and as a CD publication.

The other major component of GTN-P, CALM, monitors
active layer thickness and shallow ground temperature, and
coordinates field experiments. The CALM network currently
consists of more than 150 sites distributed throughout the
Arctic and several mountain ranges of the mid-latitudes.
Efforts to expand the number and capabilities of sites in
the Southern Hemisphere (CALM-S) are underway through
ANTPAS. Instrumentation and data-acquisition methods
include monitoring the soil thermal and moisture regimes
with automatic data loggers, mechanical probing of the
seasonally thawed layer at specified spatial and temporal
intervals, frost/thaw tubes, and a variety of instruments for
measuring frost heave and thaw subsidence.

Data are transferred to the CALM data repository at the
University of Delaware for archive and distribution through
the CALM web site, which is linked to the GTN-P site and
FGDC (Shiklomanov et al. 2008).

Arctic Coastal Dynamics

The ACD project of IASC and the IPA was created in
1999 to improve understanding of circum-Arctic coastal
dynamics under the influence of environmental changes
and geologic controls. ACD’s international and ongoing
effort to segment and classify the entire circum-Arctic
coastline has resulted in a scalable GIS database of coastal
geomorphological characteristics evaluated by regional
experts. This detailed evaluation has been compiled into a
geographic information system (GIS), which contains data
on coastal morphology, composition, dominant processes,
ground ice, and environmental forcing parameters such as
wind speed, storm counts, melt season, and wave energy.

This information is available for over 1300 segments,
covering the coastline of all eight regional seas of the Arctic
Ocean. The coasts of the Barents, Kara, Laptev, East Siberian,
Chukchi, and Beaufort Seas have been segmented, as has
the coastline of Svalbard. The length of individual segments
varies (median length is 38 km), but the segmentation format
is scalable, allowing the adoption of future digital coastlines
and the integration of additional, higher-resolution data.
The data are available via an Internet map server and as a
downloadable geodatabase at the ACD web site. Others with
complementary datasets are encouraged to contribute to this
growing data resource. Future development will include the
incorporation of remote sensing into the geodatabase.
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ACD represents the coastal component of the ongoing
international effort to integrate existing and planned Arctic
observatories into a coherent Sustained Arctic Observatory
Network (SAON). In addition, ACD’s IPY activity, ACCO-
Net, integrates 17 Arctic coastal observatory projects with
24 ACD key sites into an extended network.

Antarctic Permafrost and Soils

The overall objective of ANTPAS is to develop an
internationally — coordinated, web-accessible, database
and monitoring system on Antarctic permafrost and soils.
Specific objectives are to:

1. Develop a web-accessible repository for permafrost and
soils data.

2. Prepare thematic maps on Antarctic permafrost and
soils.

3. Develop a system of boreholes providing data on
permafrost and soils properties, past environmental change,
and responses to climate change.

4. Develop a monitoring system recording active layer
and periglacial process responses to climate change along
selected environmental gradients.

Withno centralized funding, ANTPAS progress is restricted
to member activity within existing research programs.
ANTPAS has developed a web site for publications and links
to relevant databases (Objective 1).

Progress has been made on developing soil and permafrost
maps (Objective 2), particularly for the Antarctic Peninsula
and the Trans-Antarctic Mountain regions. The soil and
permafrost data are to be stored, and made available through
the web sites of the individual investigators with links to each
database from the ANTPAS web site. ANTPAS Objectives
3 and 4 compliment the TSP and CALM projects in the
Northern Hemisphere.

Other Geocryological Data

Satellite remote sensing

Satellite remote sensing data are increasingly used for
permafrost and seasonally frozen ground studies (Zhang et
al. 2004, Duguay et al. 2005). Remote sensing of permafrost
terrain and near-surface soil freeze/thaw cycles typically uses
acombination of imaging in optical and thermal wavelengths,
passive microwave remote sensing, and active microwave
remote sensing using scatterometer and Synthetic Aperture
Radar (SAR). Consequently, large amounts of valuable data
can be generated.

Images and data from the orbiting visible and near-infra-
red sensors can be used to infer permafrost distribution (e.g.,
Anderson et al. 1984), active layer thickness, and various
periglacial features (Leverington & Duguay 1996). LAND-
SAT data provide a high-resolution (15 m to 80 m), long
(1972—present) time-series, useful to investigate changes
in land surface morphology such as in rock glaciers, thaw
lakes, and other periglacial phenomena. Land surface tem-
perature is a key parameter for permafrost and seasonally
frozen ground studies. The potential application of using

land surface temperature products derived from visible and
infrared sensors from 1980 to the present can be substantial
(Zhang et al. 2004, Duguay et al. 2005). Remotely sensed
land surface temperatures can be used to drive numerical
models simulating the development of the active layer and
thermal regime of permafrost or to estimate thawing index,
which can be used to estimate active layer thickness.

SAR data has been used to map bottom fast ice that controls
the preservation and development of subsea permafrost (Solo-
mon et al. 2005). Data from passive microwave sensors dating
from 1978 can be used to detect near-surface soil freeze-thaw
status based on the spectral sensitivity of brightness tempera-
tures to the state of water (liquid or solid) in soils. Zhang and
Armstrong (2003) have provided the near-surface (<5 cm)
soil freeze/thaw status derived from passive microwave sat-
ellite remote sensing data over the Arctic terrestrial drainage
basin. Other near-surface soil freeze/thaw data products are
also available but have not yet been archived.

Scatterometery can also be used to detect near-surface
soil freeze/thaw status with relatively high spatial resolu-
tion. Attempts have been made to apply the differential in-
terferometric synthetic aperture radar technique to monitor
the surface deformation (frost heave and thaw settlement)
due to the annual freeze/thaw cycle of the active layer over
permafrost (Wang & Li 1999).

As satellite remote sensing techniques improve, more and
better products will continue to be generated. It is essential
to archive and distribute such data products.

Periglacial process data

Information on the movement and activity of different
periglacial landforms derived from many different techniques
including remote sensing, geophysical data such as resistivity
and georadar, direct movement measurements, and snow
distribution data are increasingly being collected; yet they
are lacking coordinated data management arrangements. For
example, the TSP Norway project is collecting significant
periglacial process data. In another example, the FGDC at
WDC for Glaciology at Boulder has received several offers
of data on rock glaciers from independent investigators.
Because these data are not part of a formal funded program
at the WDC, it is difficult for the WDC to acquire the data.

Historical and other data

There are a variety of other important geocryological data
sources. Various national programs continue to produce
important data outside the bounds of formal IPA programs.
While some of these data are well managed and readily
available, others need to be better described through formal
metadata protocols, converted to digital formats, or migrated
to new media. Some data are at risk as investigators retire
or research programs end. Some data even need to be
“rediscovered”, such as those datasets advertised on CAPS
that are no longer readily available.

Models are also increasingly important in characterizing
and predicting geocryological processes, especially in a
changing climate regime (e.g., Marchenko et al. 2008).
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Preservation and distribution of significant model outputs
will be a growing concern.

Finally, the IPA has often produced specialized
bibliographies and these have also been featured on CAPS.
The Cold Regions Bibliography Project continues this
work with the Bibliography on Cold Regions Science and
Technology (Tahirkheli 2008).

Future Directions

The increased IPY field data collection, the increased
application of remote sensing methods, and the growing
need to integrate data across disciplines challenge the ad
hoc nature of the GGD. To achieve the IPY goals of greater
international collaboration and interdisciplinary research,
it is insufficient to simply share basic metadata. Data must
be provided in more consistent formats through more
interoperable data exchange protocols. Open Geospatial
Consortium (OGC) standards and technologies provide one
approach to interoperable data sharing. Several information
portals such as the Arctic Research Mapping Application
and the Arctic Portal build off OGC technologies. Already,
within the GGD, the ACD is providing its coastal segment
database through an OGC map server, while the WDC for
Glaciology provides the Circum-Arctic Map of Permafrost
and other cryospheric data through several OGC protocols
(WMS, WCS, WES) (Maurer 2007). Users can then use
these data and services to prepare their own maps, view
regions and variables of interest, and compare data from
different sources.

Another goal of IPY is to leave a legacy for future genera-
tions. This challenges the SCDIC and the GGD to develop a
more continuous and sustainable data stewardship and pres-
ervation strategy. This applies not only to publicly available
databases, but sufficient resources must also be committed
for active data rescue activities. We should also recognize
the value of the past CAPS compilations in providing data
snapshots at periodic intervals. These snapshots can act as ar-
chival records that are, in essence, preserved simply through
their broad and public distribution. IPY marks an important
milestone for the IPA with a pulse of new data, and much of
that data will be presented at the Ninth International Confer-
ence on Permafrost. The SCDIC hope to use this opportunity
to create a new CAPS3 compilation. An excellent deadline
and opportunity for broad distribution of CAPS3 is the large
IPY closing conference in Oslo, Norway in June 2010. Table
1 summarizes some of the potential content.

As the SCDIC develops CAPS3, it must consider how
CAPS can evolve as a preservation medium, as well as what
data and information it will contain. Is it still appropriate to
create physical media for public distribution (e.g., DVDs),
or are other strategies such as the peer-to-peer based
LOCKSS (Lots of Copies Keeps Stuft Safe) Program more
appropriate? Documentation on CAPS3 should evolve to
comply with the ISO standard Open Archival Information
System Reference Model (CCSDS 2002, cf. Duerr et al.
2006). Finally, quality control procedures for the data
compiled need to be determined. Historically, quality control

Table 1. Initial CAPS3 data sources.

Source Description or Activity

GTN-P TSP Temperature data from 300 designated
boreholes

GTN-P CALM Active layer data from 150 sites

ACD 1331 coastal segments described in a
geodatabase.

ANTPAS and Maps, thousands of soil profiles, and

TSP periglacial process data

NCSCD Database of thousands of polygons with
soil properties and carbon stocks

CAPSI1 and Updates to key products

CAPS2 Rescue of lost products

National Identification, description, and acquisition

programs of important products

Remote sensing
& model output

Identification, description, and acquisition
of important products

Other projects
and investigators

Historical data and value added products
such as maps, graphical presentations,
analyses, etc.

Monthly updates to the Cold Regions
Bibliography

Bibliographies

was the responsibility of individual investigators and national
programs, but CAPS3 compilers will want to ensure data are
in suitably preserveable formats with adequate description
of data uncertainties. CAPS3 can serve as benchmark in the
development of a lasting polar data system.
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Abstract

Contemporary climate plays an important role both in the evolution of frozen strata and in genesis of the cryogenic
processes. The activation of seasonal thawing, thermokarst, and solifluction is specified by the perennial changeability
of the climate characteristics during the warm period of the year. The activation of seasonal freezing, cryogenic
cracking, frost heave, and partly of icing formation is specified by the winter ensemble of the climate factors. The
small-scale map of the geocryological hazards in the north of Russia has been fulfilled. Western Siberia, the Taimyr
Peninsula, southern Yakutia and the Trans-Amur territories are among the unstable regions. The most stable conditions
have been registered in the European part of the Russian cryolithozone, in northeastern Siberia and on the Chukot. The
climate warming has brought about the increase of the mean annual ground temperature, some displacement (towards
north) of the boundary of the types of permafrost, and the 15% reduction of the area of the continuous permafrost.

Keywords: climate warming; cryogenic processes; geocryological hazards; permafrost temperature.

Introduction

During the last hundred years, the climate warming has
become distinctly apparent and has been widely discussed
in scientific literature and in press (Anisimov et al. 1999,
Douchkov & Balobaev 2001, Izrael et al. 1999, 2002,
Klimenko et al. 2001, Malevsky-Malevich et al. 2001, Obzor
2003, Pavlov & Ananieva 2005, Pavlov et al. 2002, Pavlov
2001, Fotiev 2000, Gavrilova 2005, Nelson et al. 1993,
Osterkamp 2003, Zhang & Osterkamp, 1993).

The meteorological data revealed that the global climate
warming which had begun in the 1960-1970s was most
distinctly registered in subarctic and middle latitudes. For
the end of the 20th Century, the rise in air temperature in the
north of Russia made up on average 1.1-1.2°C whereas the
rise in global temperature was about two times less (0.6°C).
The greatest rate of global warming fell in the 1980s. The
centers of contemporary warming in Russia were central
Yakutia and Transbaikalia, where the air temperature increase
amounted to 2-4°C during 1965-2000. In the arctic regions
the increase made up not more than 0.5-0.7°C during the
same period. Since the second half of the 1990s, the tendency
towards the delay in climate warming has exhibited in some
northern Russian regions (towns: Turukhansk, Olerkminsk,
Aldan, and Yakutsk).

In 20012005 the air temperature rise all over the north
of Russia has been estimated as very weak (about +0.1°C)
(Pavlov et al. 2007). In northwestern Siberia the mean annual
air temperature rise of 1/3 part has occurred due to the warm
period, whereas in central Yakutia it has been less than of
1/3 part. Only since the middle of the 1990s the contribution
of the warm period to the formation of the total climate
warming has had a 15-16% increase in central Yakutia.

Methods

The researches are based on the accumulation,
classification and analysis of data on the air temperature for
more than 80 weather stations with the observation time up
to 150—165 years. The data on each weather station have
been presented in Excel format in order to make the carrying
out of the computerized mode of the statistical assessment of
the observation results easy to use. The data smoothing with
3, 5 and 10—year periods has been executed.

The correlation and regression analysis of the
observational series have been used (Pavlov et al. 2007).
The deviations of the moving mean 10—year air temperature
values from climatic norm have been estimated as very
weak, weak, moderate and strong. The spatial regularities
of the contemporary changes in climate have been revealed
by means of the small-scale electronic mapping (Pavlov &
Malkova 2005).

The investigations have demonstrated the high performance
of the electronic maps’ application for regional assessments
of the climate changes and for identification of the
geocryological dangers under these changes. The electronic
version of these maps allows the on-the-fly registration of
the necessary refinements when new data are obtained.

Contemporary Increase in the Mean Annual Air
Temperature during Warm and Cold Periods

In 2005-2007 the authors of this paper have worked out
the maps of the contemporary increase in air temperature
during the warm and the cold periods. In order to make the
comparative assessment of the air temperature rise in the
summer period, the coefficient n_ (relative thawing index)
has been inserted. This coefficient is equal to the ratio of the
summer air temperature sum in 1991-2000 to the climatic
norm.
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The regularities of this coefficient’s change in the north
of Russia are represented as isolines (Pavlov & Malkova
2005). For the most part in northern regions the rise in 7
makes up 1.05+1.1 (Fig. 1). The north of central and eastern
Siberia is remarkable for stable (in the perennial cycle)
summer air temperatures (n is approximately 1.0). The air
temperature rises in summer period are greater only for the
Gydansky and Taimyr Peninsulas (1.1+1.25). On the whole,
the map characterizes the potential of seasonal thawing
depth increase under the contemporary climate warming.
The perennial decrease of n_has been registered nowhere,
and that’s why the contemporary climate changes do not
promote the thawing depth decrease in the north of Russia.

For the most part of the Russian cryolithozone we predict
the weak increase of the ground seasonal thawing depth (up to
5%). The increases of seasonal thawing depth for 5-10% are
to be expected only in western Siberia and in the Far East, and
the greatest ones (10-20%) on the north of the Gydansky and
Taimyr Peninsulas. In these regions, the massive and wedge
ground ice beds are widely spread, and therefore the increase
of seasonal thawing depth can contribute to activation of the
thermokarst, thermodenudation and thermo-abrasion.

Our colleagues (Gravis & Konchenko 2007) also have
executed in the short term a forecast of activization of
cryogenic processes the nearest years, using other methods.
By their estimations, significant activization of cryogenic
processes of the Russian cryolithozone is expected on the
arctic islands of the Kara Sea and on Taimyr. These researches
have confirmed authentically our forecast estimations.
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In order to make the comparative assessment of the air
temperature change in the winter period, the coefficient 7
(relative freezing index) has been inserted. This coefficient
is equal to the ratio of the winter air temperature sum in
1991-2000 to the climatic norm (Pavlov et al. 2007). The
regularities of this coefficient’s change in the north of Russia
are represented as isolines. For the various regions of Russian
cryolithozone the change of 7 makes up 0.85+1.0 (Fig. 2).
This fact testifies to the warming in the cold period of the
year. According to the meteorological observation data all
over the territory, the fall of temperature in the winter period
has not been registered during the last decades. Thus, the
existing climatic situation does not promote the increase of
seasonal freezing and the activation of cryogenic cracking
but contributes to the intensification of the cryogenic heave
and of the icing formation, and sometimes to the kurum
activation. The greatest dynamics of these processes is to
be expected in Transbaikalia and in southern Siberia, where
recently the East Siberia—Pacific Ocean trunk pipelining has
been started.

Elaboration of the Small-Scale Map of the
Geocryological Hazards under Contemporary
Climate Warming

The elaboration of the map of geocryological hazards
under contemporary climate warming is based on the maps
of the contemporary air temperature increase during warm
and cold periods. For that, the territories with the relative

o
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Figure 1. A map of the contemporary increase in air temperature during the warm period. The norm of sums of air temperature in warm
season, °Cemonth: (1) less than 15, (2) 15 to 30, (3) 30 to 45, (4) 45 to 60, (5) 60 to 75, (6) >75, (7) isolines of the relative thawing index, (8)
weather stations with observations made for <100 years, (9) weather stations with observations made for >100 years, and (10) the southern

limit of permafrost.
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Figure 2. A map of the contemporary increase in air temperature during the cold period. The norm of sums of air temperature in cold season,
°Cemonth: (1) > -60, (2) -60 to -100, (3) -100 to -140, (4) -140 to -180, (5) -180 to -220, (6) <-220, (7) isolines of the relative freezing index,
(8) the southern limit of permafrost, (9) Arctic Circle, (10) weather stations with observations made for <100 years, and (11) weather stations

with observations made for >100 years.

index n_more than 1.1, within 1.1 and 1.05, and less 1.05
have been marked out on the map of the relative warming
of summer period. The data of the territory are characteristic
for strong, moderate and weak degree of the activation of
cryogenic processes during summer period, respectively. The
territories with the relative index n_ less than 0.9, from 0.9 to
0.95, and more than 1.05 have been marked out on the map
of the relative warming of winter period. The singled-out
territories characterize the degree of the potential activation
of the cryogenic processes (strong, moderate and weak)
during the summer period.

The superposition of the two transformed maps makes it
possible to make up the map of the geocryological hazards
under the climate warming (Fig. 3), depicting on the whole
the extreme warming of the summer and winter periods.

The superposition of maps doesn’t result in the coincidence
of'territories with strong activation of the cryogenic processes
both in warm and in cold periods simultaneously. But there
occurs the combination of strong activation of the processes
in the warm period and the moderate one in the winter
period (Taimyr Peninsula), as well as the strong activation
in the winter period and the moderate one in the warm
period (southern Siberia and the Trans-Amur territories).
Besides, the intersection of the territories with moderate

activation of the cryogenic processes both in warm and in
cold periods has been noted (western Siberia, eastern Russia
and Transbaikalia). During the perennial cycle the stable
geocryological conditions have been registered on the most
part of northern Europe, on northeastern Siberia and on the
Chukot.

Within the ranges of the Russian cryolithozone, the stable
climate conditions and hence the weak manifestation of the
geocryological hazards are maintained for 1/4 of the area.
The most unfavorable combination of the climate factors,
and hence the greatest manifestation of the geocryological
hazards, are characteristic for 10% of the territory. The
moderate degree of the geocryological hazards is typical for
the rest of the area.

Forecast of the Ground Temperature Change
and Permafrost Extent

The predictive estimations of the increase of the tempera-
ture of the upper horizons of the permafrost on the territory
of the Russian cryolithozone have been carried out taking
into account the contemporary warming and change of air
temperature during summer and winter periods (Malkova
20006). The approximate solutions of the Stephen’s problem
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Figure 3. A map of geocryological hazards under the contemporary climate warming in the Russian cryolithozone. Potential activation of the
cryogenic processes during the summer period: (1) strong, (2) moderate, (3) weak potential activation of the cryogenic processes during the
cold period, (4) strong, (5) moderate, (6) weak, (7) the southern limit of permafrost, (8) Arctic Circle, (9) weather stations with observations
made for <100 years, and (10) weather stations with observations made for >100 years.

and the on-line technique of calculation of the mean annual
ground temperature have been used for the predictive esti-
mates of the cryolithozone’s evolution (Recommendations...
1989, Geocryological forecast... 1983).

According to the predictive estimates (during the last 30
years) the zone with the transient type of ground temperature
(-1 to +1) under the influence of contemporary warming has
moved towards north for 100-120 km in western Siberia,
for 20-50 km in the European part, for 50-80 km in central
Siberia and in eastern Russia. The adduced estimates of the
changes of the mean annual temperature of the active layer
are well agreed with the field data of the geocryological
steady-state stations in the plains of western Siberia and
northern Europe but are to be verified in the eastern regions
of the country.

In the situation of the contemporary warming, the favorable
conditions for permafrost thawing from the top and for
replacement of seasonal thawing by seasonal freezing have
occurred on the south of the Russian cryolithozone. The data
of the recently drilled holes witness that the total thawing of
the whole permafrost strata (both contemporary and relict)
has not yet taken place. On the whole the area of the island
permafrost has been reduced by a factor of 2 (for 1.3 million
km?) throughout Russia. As a result, the continuous and

discontinuous permafrost limits have moved towards the
north, and the area of the discontinuous permafrost extent has
changed insignificantly whereas the area of the continuous
permafrost diminished by 15% (for 1 million km?).

Conclusions

During the last 3040 years climate warming has been
registered all over the territory of north of Russia due
to the air temperature rise in summer and winter periods.
The greatest increase of the mean annual air temperature
is typical for subarctic and adjacent regions. The carried
out researches demonstrate the possibility of using
meteorological data for the assessment of the development
of the dangerous cryogenic processes and the manifestation
of the regional geocryological hazards. The conditions
for some moving of the permafrost extent limits towards
the north have been created due to the peculiarities of the
contemporary warming. The tendency toward reduction of
the island and continuous permafrost areas has been marked.
The researches are proposed to be continued involving
the fulfillment of verification of the results on data of the
immediate observations on the development of the cryogenic
geological processes and ground temperature.
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Abstract

Wedge-like structures occur in raised beach gravels near Rio Grande, eastern Tierra Del Fuego (latitude 53°50'S;
longitude 67°5'W). They vary in dimension, being approximately 1.0—1.5 m deep and 0.3—0.8 m in apparent width.
Some are closely spaced, while others are as much as 5.0-8.0 m apart. The infill is predominantly fine and coarse
sand, together with silt, all of local provenance. There is little evidence of secondary infill. It is unclear whether these
structures are soil wedges, sand wedges, or composite wedges. Their significance as regards the possible previous

occurrence of perennially-frozen ground in the lowlands of Tierra del Fuego has yet to be determined.

Keywords: frozen ground; periglacial; soil wedges; Tierra de Fuego, Argentina.

Introduction

This paper documents the occurrence of wedge-like
sedimentary structures in the lowlands of eastern Tierra del
Fuego. The morphology of the wedges and the nature of the
wedge infill are described.

The critical question is whether these structures are relict
permafrost phenomena (i.e., ice wedge casts, sand wedges,
or composite wedges), or whether they are simply soil
(i.e., “ground”) wedges and, as such, merely reflect deeper
seasonal frost conditions than today. The recent literature
that discusses the significance of these various phenomena
includes Ghysels and Heyse (2006), Murton and Bateman
(2007), and French (2007, 117-118, 127, 327).

Study Area

Tierra del Fuego is located between 52°40'S and 55°7'S
and 65°05'W and 68°40'W. Its Atlantic coastline is about
330 km long and runs from northwest to southeast. The
dominant feature is steep cliffs, in part formed on sediments,
fronted by wide sedimentary intertidal surfaces developed
under paraglacial conditions.

The study area near Cape Pefias (Fig. 1) is located at
53°50'S and 67°35'W. The present climatic conditions are
temperate-cold, semi-arid, with a mean annual temperature
of 5°C. The mean temperature during the coldest month,
June, is 0°C while that of the warmest month, January, is
9°C. Rainfall is distributed throughout the year, diminishing
between August and October. Total annual rainfall is 380
mm, and snow is generally scarce. The prevailing winds
are westerly and to a lesser extent northwesterly and

South
America

Pacific Ocean

Rio Grande

Tierrd del Fuego
Island

Chile

©
=
B
=
5]
2
<<

Fagnano Lake

Fuegian Ande

" Navarino Island \
" ! ! ' al ¥

Figure 1. Location of Cape Penas.

southwesterly. They reach their maximum intensity during
the spring and summer months. The wedge-like sedimentary
structures are developed on raised beach deposits and were
first described by Coronato et al. (2004).

Codignoto (1983, 1984) obtained a radiocarbon age for the
beach deposit that was older than 43 ky B.P., and amino-acid
racemization on shells of Pilar rostrata gave a DL-aspartic
acid ration of 0.36 (Rutter et al. 1989). The beach deposits
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Figure 2. Morphological characterization of sector CPA.

were assigned therefore, to marine oxygen-isotope stage Se
(Meglioli 1992).

The depositional sequence consists from bottom to top
of alternating layers about 12 cm in thickness, composed
of gravel, pebbles, and sand. The pebbles are rarely more
than 8 cm long. Near the coastline there are thick layers of
gravels, while further inland there are alternating layers of
gravel and sand. The gravel is covered by organic deposits
rich in aeolian sand.

Wedge structures attributed to cold-climate conditions
have been described previously from southern Argentina
(Corte 1968, Auer 1970, Abrahan de Vazquez & Garleff
1984, Grosso & Corte 1989, Vogt & del Valle 1994).

The Permafrost Context

Several authors (e.g., Burn 1990, Murton & Kolstrup 2003,
Lemcke & Nelson 2004) refer to the difficulty of determining
the type of climatic environment that causes the formation
of wedges. Polygonal networks may occur in temperate as
well as cold (i.e., periglacial or permafrost) environments.
Wedges that occur in non-periglacial environments rarely
exceed a few meters in depth. In contrast, those formed in
periglacial and permafrost environments are larger and may
form polygons 10+ m in diameter. As a rule the polygons
that develop in the absence of permafrost are smaller and
usually measure between 0.5-2 m in diameter.

There appears to be little difference in the spacing of ice
wedge and sand wedge networks. For example, in Siberia
and Arctic North America ice and sand wedges are typically
separated by distances of between 10-30 m. However,
Gozdzik (1986) indicates that in Poland the distance
between Pleistocene-age sand-wedge casts is usually much
smaller, and the modal size of the dimensions of sand-wedge
polygons is about 3.3 m.

- &

Figure 3. Wedge structure CPA-2.

It is increasingly understood that the mechanism
underlying the formation of polygonal structures is related
to fast and marked drops of temperature to below -15°C to
-20°C. Also, the geometry and size of fissures is related to
the type of material affected.

Another consideration is the material infill of the cracks
and the thaw-modification that results as the permafrost
degrades. Usually there is a slumping of the enclosing
sediments and formation of sets of miniature faults. The
fissure infill is regarded as secondary. In contrast sand
wedges, even when thawed, constitute wedges of primary
infill. Thus the resulting sedimentary structures are quite
different between the two types of wedges.

The occurrence of cold-climate wedge structures always
gives rise to the question of the climatic conditions under
which they were formed.

Both sand and ice wedges form under conditions of
continuous permafrost. Péwé (1966) indicated that ice
wedges only exist where mean annual air temperature
(MAAT) is in the -6°C to -8°C range, while Romanovskii
(1985) pointed out that, on a substrate of sand or gravel,
cracking commonly occurs at MAAT of around -7°C, but in
silt the MAAT is slightly higher, -2.5°C.

Wedge Structures

At Cape Penas, a number of wedge structures are exposed
in a gravel quarry. The wedges are elongate in shape, reaching
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up to 1.50 meters in depth and 85cm in width, separated
by distances ranging from 1.5 to 9m. One exposure (CPA)
is parallel to the coast and nine well-defined forms were
identified (Fig. 2).

Wedge structure CPA-1 is slightly inclined seawards and
measures 120 cm in depth. The upper section is concave,
funnel-shaped, and 85 cm deep and 40 cm wide. The wedge
gradually narrows downwards. In the lower section of the
wedge layers of sand and gravel dip toward the bottom. In
the upper section rounded clasts are turned upwards. The
wedge is covered by a level of pebbles and peaty-sandy
materials.

CPA-2 (Fig. 3) is located 4m west of CPA-1 and is 140 cm
deep. The upper section increases its width from 40 cm to 50
cm. The lower section narrows from 20 cm to 5 cm in width.
Upturning of enclosing sediment is evident. CPA-3, located
at a distance of 4 m from CPA-2, is smaller and more diffuse
in shape. It has an open V-structure for a depth of 92 cm. It
has a width of 32 cm in the upper section and 10 cm in the
lower part. As in the previous wedge structures, pebbles in
adjacent sediments are imbricated or tilted upwards.

CPA-4, located 4 m from CPA-3, shows a double wedge
structure with a width of 58 cm and 73 cm. The smaller of the
two structures is 47 cm wide at its head, while the bigger one
(CPA-4a) is between 46 cm and 73 cm. The first narrows in
depth whilst the second shows well differentiated segments:
an upper one 25 cm deep and 13 cm wide, and a lower one
of scarcely 5 cm.

Wedge structure CPA-4b shows the best example of
adjacent pebbly strata being deformed upwards. The pebble
layers trace perfect arches with clasts oriented in an upwards
direction. Another double structure is found in CPA-5,
about 9 m away from CPA-4. It is composed of two fissures
measuring 80 cm and 68 cm in depth and 42 cm and 34 cm
across their upper sections respectively. They also show
evidence of upward deformation of enclosing beds.

CPA-6 is located about 3 m from CPA-5. It measures 70
cm in depth. Its width is 30 cm in the upper section and 19
cm in the middle. CPA-7 is 2.20 m away from CPA-6, and is
130 cm deep, with the top section being 80 cm wide. It also
shows signs of upward thrusting of adjacent clasts. CPA-8
is at distance of 2.4 m from CPA-7. It is 140 cm deep and
its upper section is 78 cm wide, decreasing to 18 cm in the
middle part. The upper section shows some clast upturnings.
CPA-9 is about 3.40 m from CPA-8. It is 90 cm long, 46 cm
wide at the top, and 24 cm in the middle section. As in the
previous cases, the infill is well defined with regard to the
surrounding deposit.

Granulometry of Wedge Infill

In an attempt to understand the genesis of the wedge
infill, samples of wedge infill material were taken from three
wedges: CPA-2, CPA-4, and CPA-5. Samples were extracted
from soil horizons that were common to each wedge: A, E,
Bg,, Bg,, and BCg. Grain-size analysis was applied to the
fine fraction (<2 mm) using the pipette method following
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Figure 4. Granulometry of wedge infill.

dispersion with sodium hexametasulphate. The granulometric
descriptions of the samples from each horizon are illustrated
in Figure 4. The results for all wedges are similar except for
the presence or absence of horizons Cr and C, the former
being present in wedge CPA-2 and both in CPA-5.

Sand prevails in the three profiles analyzed, with mean
values ranging from 46% to 77%. The lowest percentages of
sand occur in horizons 1A (46%), while the highest values
(between 64% and 77%) appear in 2Cr and 3C. These are
in contact with the beach sediments. In horizon 2B, mean
percentages ranges from 59% to 70%, increasing towards the
lower subhorizon BCg with the exception of wedge CPA-5,
which shows a tendency to decrease in this subhorizon.

In the three wedges analyzed there is a size-sorting
reflected in the horizons. For example, in the 1A horizons
the proportion of fine sands is greater (34% fine sands and
12% coarse in CPA-4), as it is in subhorizon BCg, although
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the difference is not so marked (37% fine sands, 33%
coarse sands in CPA-2). In the remaining 2B subhorizons
the values of the fine and coarse fractions are very similar.
This tendency changes towards the bottom of the wedges in
horizons 2Cr and 3C. For example, the percentage of coarse
sands tends to increase (with minimum values of 64% and
maximum values of 77% in horizon 3C of CPA-5).

Clay is the second most important fraction. Maximum
values occur in horizons A (28% in CPA-4), BCg (29% in
CPA-5), and Cr (28% in CPA-5). This fraction decreases in
horizons E (17% in CPA-2) and C, the latter at the base of
the wedge (18%). The decrease is irregular.

The percentage of silt is never greater than 30%. The
highest values are reached in horizon 1A (26%), diminishing
progressively until horizon 3C (4%). Fractional analysis
reveals a higher content in coarse silt than in fine sediment
(9% fine silts as opposed to 17% coarse silts in horizon A of
CPA-2).

Mineralogical Analyses

Study of the coarse and fine sand fraction was undertaken
for the infill of wedge CPA-2 with the aim of describing the
degree of weathering and roundness.

It was found that the mineral fragments are dominated
by quartz and by rock fragments in which metamorphic
rocks predominate. In general it is possible to classify the
mineral fragments into three groups. The first group includes
horizons 1A, 1E, and 2Bg ; the second group, the horizons
2Bg,and 2BCg; and the third group includes the 2Cr and 3C
horizons.

In the first group, rock fragments are predominant in the
larger fraction, while monomineral particles prevail in the
smaller one. There are rounded rock fragments, some of
them spherical, with unpolished surfaces showing impact
marks indicative of wind-dominated transportation. The
quartz particles on the other hand generally show polished
surfaces, with V-shaped impact pits that reveal that they
were worked in a marine environment. The clearest marine
features appear in the coarse sand, while the fine sand shows
aeolian features.

The second group (from horizons 2Bg,, 2BCg) shows
a smaller number of fragments of both rock and spherical
minerals and a progressive increase in the number of sub-
rounded and non-spherical fragments. The latter are highly
polished and bear impact pits. There are some signs of
contact with the upper horizon, evident in the existence of
some unpolished, spherical, and rounded fragments in the
fine fraction of subhorizon 2Bg,. The third group, composed
of horizons 2Cr and 3C, reveals a more heterogeneous
character. Rock fragments predominate in the coarse sand,
and monomineral particles in the fine sand. The quartz
particles are polished, ranging from rounded to subrounded,
and show impact pits on their surface. There are traces of
oxidization on the external faces of all grains, producing a
highly characteristic shiny dark-brown patina.

X-ray diffraction analysis of the clay present in the wedge

infill revealed the presence of illite and smectite, and the
total absence of kaolinite.

Discussion and Conclusions

The origin of these wedge-like structures is not clear. They
may or may not reflect cryogenic processes. If they are cold-
climate phenomena, it is uncertain whether they formed in
seasonally or perennially frozen ground.

Several generalizations can be made. First, it is clear that
the wedge structures are not isolated phenomena but occur
at regular intervals throughout the section studied. Second,
the adjacent enclosing sediments frequently show upward
deformation adjacent to the wedge. Third, fine or very fine
sand is the predominant infill material, although other size
fractions are also present. Fourth, the reworking of the
sand-size material suggests an autochthonous contribution.
Fifth, the surface characteristics shown by the majority
of the sand particles indicate that they were modeled in a
marine environment. However, some sand in horizons A, E,
Bg, possess aeolian features that suggest transport into the
wedge by wind.

If the wedges are cryogenic in origin, they appear to have
been generated in two phases. In the first phase, thermal-
contraction cracking would have occurred in a cold and arid
environment marked by an intense temperature drop during
the winter months. Such climatic conditions do not exist
today on the coast of Tierra del Fuego. In the second phase,
more humid conditions would have seen the incorporation
of coarse sand and fine gravel into the wedge, presumably
during episodes of deep seasonal frost.

The heterogeneous nature of the infill suggests the wedges
are of a composite origin However, the possibility that they
are soil or ground wedges and formed under conditions
of deep seasonal frost rather than permafrost cannot be
eliminated. Their age has yet to be determined.
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Abstract

Research of interactions between filterable solutions and frozen ground are very important for many problems of
contemporary basic and applied geocryology. In thaw zones, heat and salt transport by groundwater often proves to
be more significant than transport by means of a molecular-diffusion mechanism. For the case of water movement in
permeable frozen ground, quantitative description of convective heat and mass transfer is insufficiently devised. The
presented model consists of the conventional equations set for convective heat and salt transfer. It is supplemented by
an ice melting equation. Phase equilibrium ice-solution is expressed by dependency of the crystallization temperature
upon concentration. The heat sink is prescribed in direct proportion to the difference between solution temperature and
the eutectic point. Modeling results accord entirely to the modern view on the physical essence of the processes under
consideration. The obtained method is planned for practical use, in particular, diamond mining in Yakutia.

Keywords: eutectic point; groundwater flow; ice melting; mathematical modeling; permeable frozen ground.

Introduction

The interaction between salts and frozen ground has
increasingly drawn the attention of permafrost scientists
and engineers. Salt and heat transfer with groundwater
flow plays a significant role in forming the frozen massif
structure, thermal regime, and ground characteristics in the
cryolithozone. Solution appearance in ice-containing ground
changes the phase equilibrium conditions: the temperature
derived at the point of contact with the frozen zone
corresponds to the eutectic point at a given concentration.
For that reason, the temperature field dynamics of saline
ground is highly dependent on the solute diffusion.

Understanding the essence and quantitative regularities
of the process is very important for solving such problems
as contemporary basic and applied geocryology : as an
evaluation of salted ground state,; palaecoreconstructions
and prediction of coastal and offshore permafrost behavior,;
cryopeg dynamics,; thawing frozen ground by the use of
salts, etc. A number of works (Ershov 1990, Komarov 2003,
Permyakov & Romanov 2000, and others) are devoted to
theseis problems. These works consider heat and salt transport
only by means of a molecular-diffusive mechanism.

Quantitative research of heat and mass transfer induced
by groundwater movement is of great interest. In the case
of forced convection, energy and substance fluxes often
prove to be much more intensive than those conditioned by
molecular-diffusive forces.

It should be noted that the theory of convective diffusion
started to develop rapidly about the middle of the last century
(Bear 1961, Veriguin 1962, and others). In many respects,
it was associated with leaching and other geotechnological
method problems. (Kalabin 1981).

Existing quantitative theories of the interaction between
groundwater flow and frozen ground have been developed in
connection with solving practical problems such as hydraulic

thawing of frozen ground and hydraulic engineering in
permafrost regions (Bogoslovsky 1959, Goldtman et al.
1970, and others). These works consider movement of fresh
water only, in the thaw zone.

However, it is not uncommon in nature that, when pores
and fissures of frozen soils and rocks are only partially filled
with ice, they keep an essential permeability and can not be
considered as aquifuges. The movement of saliferous water
in such a medium has some important features. Knowledge
of them is important for general theory as well as for solving
practical problems of drainage waters burial (in particular,
at diamond mining in Yakutiya) and other technological
challenges.

Short Review of Existing Models

There are two approaches to quantitative description of
interrelated processes of heat and salt transfer: (1) the model
of phase change on the mobile interphase surface that is
well known as Stefan’s problem, and (2) models of phase
change in some temperature range. In the case of a classical
(front) approach to the problem, diffusion occurs only in
a thawed zone. The models with unfrozen water also take
into account the salt transport in the frozen zone through the
films of unfrozen water. In either case, the equations of heat
transfer and diffusion use the dependency of the solution
thermodynamic potential from its solute concentration (for
instance, functional dependency of solution concentration
on eutectic point).

As a rule, both approaches are realized in the frames of
one-dimensional calculating schemes.

In equations, a heat-mass transfer with moving water
is factored in through an additional item summand that is
proportionate to the water flow velocity. The latter is found
through solving groundwater dynamics equations.

Methods for calculating thaw rate are well-developed
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for the cases of water moving in thawed zones along an
impermeable boundary with frozen ground. They were used
widely, for example, for designing mining works at the
permafrost placers of northeastern Russia.

When deriving an equation, the assumption is used that
the temperatures of matrix solid material and moving water
are equal. Owing to that, the temperature fields of the ground
components are described by one common equation.

It should be noted that coarse-grained ground and fissured
rocks could have a significant permeability in the frozen
state. It is obvious that this assumption noticeably conflicts
with studied processes when water moves in permeable
frozen ground that has some amount of ice in it. The simplest
case of heat transfer during fresh water movement through
permeable frozen zone has been analyzed by one of the
authors (Perlshtein & Jiltsov 1984) and was distinguished
into a special type of convective heat transfer in thawing
ground. To date, however, the processes of joint convective
transfer of heat and salts in permeable frozen rocks are very
poorly explored and studied.

Main Assumptions and Mathematical
Statement of the Problem

This paper offers a quantitative description of heat-mass
transfer during solution movements, not only in the thaw
zone, but also in permeable frozen massif. This model
reflects the following features of the process:

1. salt diffusion occurs in the part of a fissured-pored space
that is not filled with ice;

2. when solution gets in contact with frozen rocks,
the temperature on the contact instantly settles to the
crystallization temperature at a given concentration;

3. in every elementary volume of the area of study, moving
solution and matrix solid material with ice inclusions can
have different temperatures (at least, until the ice completely
melts).

The source, brought into equations of convective heat and
salt transfer, is defined by heat flux density from solution into
solid phase for temperature fields, and by the water influx
due to ice melting for concentration fields. The value for this
source is included in a boundary condition for ice and matrix
solid material temperature fields. In the first approximation,
it is assumed that in both solid and liquid phases, the heat
fluxes normal to solution flow are negligible in comparison
to energy absorption on a melting front, and that right after
ice melt-out, temperatures of medium components equalize.

The stated assumptions lead to the following system of
heat-mass transfer equations:

pwc%—]; =V(AVT +cp, Tk, V ) + npl.L%, (1

%ZWH(TaeaM)’ (2)

aa_]\f =V(DVM + Mk N )+ W, (T,0,M)  ©)
V(k,V@)+nW,=0 “)

where W,(T',0, M )— rate of ice saturation changes, units:
V.,0) . .
1.0 =L 1) -7) “

and W,,(T',0,M ) —rate of dissolution due to ice melting:

M
WM(T,H,M)=@W9(T39,M); ©)

T = temperature, K; M = concentration, kg/kg; ¢ = time, s;
p,, p, = water and ice density, kg/m’; ¢ = specific heat, J/(kg
‘K); A=heat conductivity, W/(m -K); L = specific latent heat
of ice melting, J/kg; ky = hydraulic conductivity, m/s; V' =
water flow velocity, m/s; D = diffusion coefficient, m%s; ¢
= hydraulic pressure head, m; f = the volumetric coefficient
of convective heat transfer, 1/s ‘K; 7* = eutectic point, K; 6
= ice saturation in pores, m*/ m?; n = porosity.

Modeling Results

A modeling objective was to study ice melt-out
processes with CaCl, solution being injected into the layer
of permeable highly fissured frozen rocks. Temperature
and concentration fields had an axial symmetry. The
characteristics of permeable zone and country rocks are
given in Table 1.

Surface rock temperature was equal to -4° with 0.01 K/m
gradient. The brine injected in the borehole had constant
temperature (7°C) and concentration (6 and 20% in two
model runs).

Main calculation results are presented on the graphs. It
shows that energy and material flow has a high propagation
rate around the borehole. It is explained by the very high
permeability of rocks that was specially set in calculations
for evaluating an extreme impact of convective heat-mass
transfer to frozen rocks.

Just as was expected, in the first model run (M, = 6%)
salt concentration is monotonously increasing in the whole
area studied and quickly approaches the concentration
of injected solution. In the distance from the borehole,
temperatures and concentrations very quickly equalize
with eutectics of injected solution.

The temperature pattern of change is somewhat more
complicated (Fig.1).

It is interesting to note that, in the second model run,
the temperature is even decreasing in the beginning. The
reason for it is the fast brine propagation, when the eutectic
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Table 1. Characteristic of massif under consideration.

Neof |  Depth n 0 A ¢
layer kf
1 0-250 0 0 0 [3.0] 836

2 250-300 0.1 3-10° | 0.5 | 3.0 | 836

3 300-1000 0 0 0 [3.0] 836

Temperature,’C

0.01 0.1 1
Time, hr

Figure 1. The temperature changes at different distance from

borehole with mass transfer (solid line) and with initial concentration
(dash line).

point of the brine is lower than the beginning temperature
of the area studied. Its growth is obviously suppressed by
heat consumption for melting the ice.

Quite interesting are the peculiarities of ice content
dynamics in different parts of area studied (Fig.2)

High and constant thawing speed is registered close to
the injection well because of a significant solution influx
that has practically an initial temperature. A clearly defined
jump in an ice-melting rate is traced on some distance from
the borehole, and the value of this “step” does not change
with the further distance increase. It indicates that thawing
at this point happens at the expense of heat released due to
rock cooling, provided that the solution temperature does
not change much at all. It is to be recalled that the initial
temperature in the permeable zone was significantly higher
than the eutectic point. After that, the process happens
with increasing speed due to the solution temperature that
increases in time, arriving at every point.

Spatial variation of studied parameters is presented in
Figure 3.

Conclusions

The most interesting of all the obtained results is the
pattern of ice content change in space and time. For the
first time ever, this paper gives a mathematical statement
of a problem for temperature and concentration fields,

0.0 0.2 0.4 0.6 0.8 1.0

0.5 -05

0.4 | 404

5 r=1m
S 0.3 i S8 -403
© by . -
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Figure 2. Ice content dynamics at different distances from the
borehole.

0.5 o

0.4 - Ice saturation

03 Mass fraction of CaCl2

0.2

Theta, CaCI2
0,'aimesadwa |

Temperature

0.1+

.
.
by
Y

,

0.0 4 T T T T

Radius, m

Figure 3. Spatial variation of the ice content, salt mass fraction, and
temperature (time: 6 minutes).

which is determined by high rates of solution flow in
permeable frozen massif. Model calculations are in good
agreement with a general concept about the physics of
studied processes of convective diffusion and heat transfer.
It proves that it is a working model. It seems likely that
the described calculation method could be used for solving
practical problems associated with burial of drainage brines
in permafrost. This is an acute problem for commercial
development of diamond mining in Yakutia. The authors see
the main object of further research in conducting laboratory
and field experiments to verify the model and to develop
methodology for experimental determination of volumetric
(intra-pore) heat transfer coefficient. This coefficient
needs to be determined for rocks of different composition,
porosity (fissuring), and level of ice saturation.
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Abstract

The basic goals and problems that permafrost engineers and scientists are facing presently remain almost the same as
they were 20 years ago. Nevertheless, the contemporary stage of cold regions development has specific features. One
of the most important is permafrost response to global climate changes. In this report, some new technical solutions are
described concerning construction, mineral mining, and development of oil and gas fields, environmental protection,
surveys, and other related activities. Among them, a foundation on sandy back-filled ground in Yakutsk is exemplified.
Most erected buildings here have not undergone any dangerous deformations over a 20-year period of operational
experience. The methods of roadbed operation were improved for the railroad lines Obskaya-Bovanenkovo, Chara-
Cheena, and others. Some new features of thermokarst, frost heave and other dangerous cryogenic processes have
been revealed in connection with pipeline construction. This has induced the development of permafrost monitoring.
In any event, the main principle of Russian specialists is to apply such scientific-technical decisions that utilize the
site’s natural conditions. This helps alleviate the negative influence of permafrost and uses favorable features of the
territory

Keywords: discontinuous permafrost; frozen ground; monitoring of cryogenic processes; permafrost engineering;

pipeline; oil and gas field development.

Introduction

During long years of exploring and developing the large
territories of Siberia, the Far East and the European North,
Russians have gained considerable experience on living and
working with permafrost conditions. At the end of the last
century, the old system of scientific-technical maintenance of
the economy proved to be obsolete, and the new one is in the
process of being developed. The problems of development
within the permafrost regions that engineers and scientists
presently face remain the same as they were 20 years ago.

In the last few years, because of some positive shifts in the
economic and political atmosphere, the demand for scientific
and technical support of human activities in the permafrost
zone has increased. New approaches for implementing
innovative engineering solutions and improving survey and
monitoring systems of permafrost terrains are important in
relation to the economy.

Methodological approaches for operating on frozen
ground state formed the basis of the natural-technical
systems concept (Epishin 1985).

Permafrost response to climate change has received much
attention. Research follows such directions as observations at
permafrost stations and using specially equipped geothermal
wells; improving methods for long-term geocryological
forecast and modeling the permafrost thermal regime for
different scenarios of climate changes; and comparative
analysis of geocryological maps prepared at different times.

In spite of all obvious difficulties in the economic
transitional period, the potential of Russian geocryology has
remained high. Thus the modern approaches used by Russian
specialists for solving permafrost engineering problems are
of value.

Construction

Stability of construction in frozen ground is one of the most
responsible and important goals in permafrost engineering.
Existing federal construction norms and regulations (SNIP
2.02.04-88) specify two construction methods for permafrost
territories: 1) preserving the ground in the frozen state, and
2) keeping the ground under foundations in a thawed state.
The choice of method and particular technological scheme
occurs at the design stage and depends on the engineering-
geocryological conditions of a given construction site.
However, in the area of continuous permafrost, the first
methodology is usually preferred.

For example, in Central Yakutia (Yakutsk, Mirny), pile
foundations are used widely, usually with a ventilated crawl
space. The preference is for cast-in-place piles. Unfortunately,
this method is expensive. Costs related to foundations can
amount to 3 to 5 times as much as foundations outside of the
permafrost zone and can be 40% of the total cost of building.
Such construction does not prevent the subsidence of ground
caused by water leakages, departure from recommended
maintenance programs, and other factors. In the near future,
these problems may increase due to global warming.

In conditions of discontinuous, warm permafrost,
construction is usually carried out according to the second
method, with the preliminary thawing of frozen ground
to a depth no less than the thaw bulb. Most engineering
constructions in the Central Transbaikalia, close to the
southern limit of the permafrost zone, were built in
the 1950s using the first method, and since then have
undergone catastrophic deformation. Recommendations for
foundation reconstruction have been developed, taking into
consideration the fact that the major part of thaw settlement
has already occurred. These recommendations suggested
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allowing thawing of ground (Recommendations... 1988).
The resulting economic impact exceeded 100 million rubles
(Institute of Natural Resources, Ecology and Cryology SB
RAS).

A particularly interesting form of construction employed in
Yakutsk has been to utilize sandy back-filled ground (Fig. 1).

Both permafrost construction methodologies were

used in this case. Buildings with pile foundations were
erected using the first methodology with ventilated crawl
space. Meanwhile, the placement of sandy ground up to
the design reference level was carried out after installing
bearing posts of 4 m in height. Ground freezing occurred
during the preparation of construction, construction itself,
and at exploitation stages. The buildings have remained in
satisfactory condition except for the kindergarten, which
was dangerously deformed because of hot-water leakage
under the building. A substantial number of the buildings
are constructed on raft foundations without taking any
special measures to regulate the foundations’ temperature
regime. Twenty years of operational experience have shown
that none of these buildings has undergone any dangerous
deformations, and they have sustained structural stability
(Tseeva & Egorov 2005, Polishchuk et al. 2008).
The new method for assessment of foundation reliability
is beginning to be applied. It is based upon statistical
analysis of meteorological factors that change randomly
(Khrustalyov & Pustovoit 1988). A characteristic feature of
modern construction on permafrost is increased attention
to maintaining a predetermined temperature regime, or
ground thermal stabilization. There are active and passive
stabilization methods. Active thermal stabilization involves
refrigerating ground to a given depth by means of special
equipment and technology. The most popular are seasonal
refrigerating devices, especially two-phase thermosyphons
(Dolgikh et al. 2005). In recent years, devices working year-
round have become more and more common. During the
summer period, their above-ground condensers are chilled
by special devices that work using the Peltier effect (Bayasan
et al. 2005).

Building reliability analysis using probabilistic methods
brought us to the conclusion that, in many cases, use of
thermal stabilizers drastically decreases the influence of
chance meteorological factors on ground temperature. This
approach gives the opportunity to determine the safety
factor correctly, thereby preventing the damages caused by
construction breakdown.

The original type of surface foundation on frozen ground
deserves attention (Fig. 2). Here, the crawl space is equipped

6

o

Figure 2. Scheme of foundation equipped with the cold accumulator:
1 — insulation; 2 — ceiling slab; 3 — ventilated channel; 4 — cold
accumulator filled with water; 5 — concrete case; 6 — ground surface.

with a special device that acts as zero curtain (Khrustalev
2005).

Heat pump applications in permafrost engineering are
important. New research on this subject has been carried
out since the late 1980s (Goodrich & Plunkett 1990, Guly
& Perlshtein 1998, Instanes 2000). Unfortunately, in Russia,
research on the subject did not go beyond purely theoretical
studies. Nevertheless techno-economic evaluations were
accomplished, assisted by computer modeling for the
temperature fields of foundations. They indicate that the
cost of installing a heat pump to cool the foundation can be
compensated for by using the heat produced by the building
itself (Perlshtein et al. 1998). Heat pumps also can be
successfully used in other engineering applications in cold
regions; for example, in frozen food depots as conceived
and constructed by Krylov (1951), which received wide
recognition. To increase the storage life of perishables, it
is necessary to maintain a low interior storage temperature,
which in warm seasons requires artificial cooling. Heat
pump cooling may frequently be the most economic way to
achieve the necessary thermal regime. The design concept
of such refrigerated ice storage, combined with a heated
greenhouse, was worked out by the Northeastern Permafrost
station for the native company Oyary. The results of this
work were reported at the Seventh International Conference
on Permafrost (Guly & Perlshtein 1998).

It should be noted that the considered examples do not
exhaust all possibilities of heat pump usage in northern
engineering. It is of great interest to study combinations such
as warm and cold food depots; underground mine and surface
domestic complexes; and a tailings impoundment and ore-
dressing plant. Heat collection from solar heating in summer
is considered to be especially prospective. Heat pump usage
combined with the simplest solar collectors (synthetic hose)
will allow for the reduction of 90% of hot water cost in the
period June through August. Finally, in the global warming
context, applying heat pumps is a unique technical solution
which may make it possible to prevent catastrophic thawing
of ground under foundations, practically without additional
expense. Investments are needed to develop further research
in this new direction of applied geocryology.

Valuable experience on the design, construction, and
management of railroads on permafrost was accumulated
in Russia during the twentieth century, and continues to
increase. Measures are systematized that include control
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Figure 3. Impoundment of the road surroundings, northwestern
Siberia.

of the ground surface heat exchange, combined usage of
thermosyphons and heat insulation for stabilizing frozen
foundations, and roadbed monitoring (Kondratiev 2005).

Rock fills have wide application in roadbed construction
(Minailov 1979, Goering 1998). The physical effect consists
in ground cooling at the expense of air convection. Rock fills
are employed not only for road construction, but also in other
branches of industry; for example, in pipeline installation.

The monitoring system of the railway on permafrost soils
is based on the allotment of potentially hazardous sections
with establishing the control on their deformation (Ashpiz
2005).

The methodology of roadbed operation was developed
for projects of the railroad lines Obskaya-Bovanenkovo,
Chara-Cheena, and others. Full-scale experiments and
theoretical studies (Passek et al. 2005) were conducted on the
temperature regime of the road foundations under conditions
of flooded lands (Fig. 3). The impoundment depth was found
that induces permafrost degradation in different climatic
conditions.

A new algorithm and programs for numerical modeling
have been developed at St. Petersburg State University of
Means of Communication (Kudryavtsev 2004). These allow
the calculation of 3-dimensional temperature and moisture
fields of the ground in the roadbed base. The procedure for
correct assignment of the bottom boundary condition was
worked out (Danielyan & Tkachenko 2005).

Oil and Gas Field Development

In the last few decades, oil and gas field development
has become more active in northwestern Siberia, especially
on the Yamal Peninsula. Yamal is a unique place in regard
to its natural wealth of resources and the difficulty of their
development, which is caused by the complexity of natural
geocryological conditions and by a particular vulnerability
of this territory to technogenic pressure. As a result, there
was a need to strengthen the geocryological service and
organize monitoring of territories under development.

“Nadymgazprom” specialists, in collaboration with leading
Russian scientific, design, and exploration organizations,
conducted a geoecological evaluation of the territory
and obtained several important results from the scientific
point of view (Remizov et al. 2001). For the first time, the
connection between cryogenic processes, not only related to
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Figure 4. The thermokarst fuﬁnel around production wellhead.

climatic changes but also to tectonic sensitivity of the region,
was documented. Also, the influence of surface subsidence
as a result of hydrocarbon extraction at significant depths
has been analyzed. These data are interesting for future
statistical analysis of established quantitative characteristics
of thermokarst and landslides-earthflow for understanding
these cryogenic processes.

Local standards and environmental protection measures
have been developed taking into account the prognosis of
cryolithozone reaction to modern climate changes.

The stability of producing wells is one of serious technical-

ecological difficulty to an oil and gas complex (Fig. 4). Heat
exchange in the ground around an operational well has been
modeled for the Bovanenkovo field. A new system of prevent-
ing “wellhead funnel” formation has been developed on the
basis of this model. It includes radially positioned thermosy-
phons and thermal insulation (Bereznyakov et al. 1997).

The expansion of pipeline construction in the cryolithozone
is due to Russia’s increasing demands on hydrocarbon
fuel for domestic and foreign markets. Unfortunately, an
accelerated rate of construction negatively influences the
quality of surveying and design solutions. Thermokarst
subsidence and frost heave uplift of above-ground pipe
foundations are among the common cryogenic processes
(Fig. 5). Extremely intensive frost heave uplift of the tube
support was recorded during Urengoy pipeline operation—
up to 1.5 m in one year (Pazinyak 2001). Quite an attractive
option is to install underground pipes; However, for safe
operation, a proactive geotechnical monitoring service that
can anticipate dangerous situations is a necessity.

Difficulties in the development of Yamal natural resources
are induced not only by building and operating industrial
structures. Conventional permafrost regions problems are
connected with activity of the all local infrastructure.

Institute Fundamentprojekt (Institute of Foundation
Design) has devised the main engineering solutions on
foundations for the facilities of the Bovanenkovo and
Harasavey gas fields (Yamal Peninsula) and also for the gas
pipeline from Yamal to the central regions of Russia. These
include frozen ground stabilizing with heat shields and
thermosyphons, reinforcing ground surface on the slopes
with geogrids and geocells (Grechichshev et al. 2005).
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Figure 5. Deformations of the pipes due to thermokarst subsidence
and frost heave processes.

Mineral Mining

In many sites of eastern Siberia and the Far East that
are located within the permafrost zone, mining plays an
important part in the regional economy.

Open-pit mining of ore deposits has special features
in most sites. It is known that the cryogenic weathering
zone usually has significant thickness (Slagoda 2005). The
fissured rocks of this zone have low ice content (as a rule, no
more than 30-50 kg/m?); however, it predetermines a loss of
strength when thawing (Fig. 6).

That is the reason why, in the summer, miners thaw
rocks layer by layer using natural heat. This minimizes
and sometimes completely avoids the more expensive and
dangerous drill-and-blasting operations. The calculation of
the open-pit slope takes into account that the warm-season
thawing penetrates several meters into rock massif. The
placer mining with open-pit method occurs in the warm
season, and earth is moved primarily with bulldozers. To
make sense of using them, it is necessary to thaw frozen
ground. The heat required to melt the ice consumes the
main part of the overall energy spent on thawing the ground.
Hence, the main goal of an engineering survey is to detect
and show the borders of the frozen ground and determine its
ice content. As for the ground temperature regime, there is
no need to study it carefully.

One of the constant difficulties in placer mining is
flushing out frozen sands from open-pit and underground
mining. Deposits of the productive horizon, extracted by
explosives and deposited in piles at the beginning of the
summer, do not have